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Creating and configuring MDSM infrastructure

Since you are in the early stages of migration to your new MDSM infrastructure, it is imperative to take maximum
advantage of opportunity to set it up in the way that will address all three major concerns of security conscious design:
confidentiality, integrity, and availability.

To that end, let’s analyze the components that comprise your entire MDSM and VSX infrastructure, its physical
connectivity, protection, accessibility, redundancy, and the flow of data between its components.

Assets
New assets:

1. Two 3050 (256 GB RAM) appliances, one located in VA and one in TX datacenters.
2. Four 23500 (128 GB RAM) appliances comprising two VSX clusters, one n VA and One in TX datacenters.
3. Two 15400 (64 GB RAM) appliances comprising one VSX cluster in VA.

Legacy assets:

1. Two of Smart-1 50 (32 GB RAM) appliances, located in two older datacenters.
2. Insert VSX components
3. Insert Standalone Gateways

Intermediate and final phases of building Check Point security infrastructure

Until migration of your existing datacenters to the new facilities in VA and TX completed, you are not going to be able to
take advantage of the Check Point equipment and licenses presently utilized in your production facilities.

Having a clear vision of where those pieces will fit in, once they become available, and what roles are the most
appropriate for the hardware in question will help you to plan and execute transitions in orderly fashion.

In the phase 1, all the hardware described in the New Assets section is implemented. In phase 2, select hardware from
the Legacy assets list is integrated.

Assessing processing power, storage space and memory available to appliances presently in both, new and legacy
environments and correlating those parameters to the functionality of the Check Point infrastructure components will
give us the idea of their appropriate utilization.

MDSM components in the intermediate phase, are comprised of two powerful 3050 (256 GB RAM) appliances. At his
point, those are going to serve as primary and secondary MDSM servers, each hosting DMS’ that double as a logical log
servers.

When the legacy MDSM components become available, it is natural to consider those to become MDSLs and offload
primary logging to them but, in fact, it is not the best use for those appliances.

Consider processing requirements of the MDSM and its nested DMS’ and compare those to the resource consumption of
the SmartLog, SmartEvent Log Server and Correlation Server components.

Clearly, the second use case will impose more load on the CPU, RAM, and storage.

It is, therefore, better to migrate primary and secondary MDSMs to the older appliances, once they become available
and re-designate newer 3050s to the heavy lifting duty of the primary log servers for their corresponding sites.
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Security of the MDSMs and MDSLs

While it may not be immediately apparent, your MDS and MDLS servers themselves are not secured. Besides

rudimentary access control of Gaia configuration, there are no firewalls that protect the MDSM components. Even if

both of your management networks, in VA and TX are behind firewalls, these statements are still true:

1. You do not have the ability to protect MDS and MDLS with more complex security applications, such IPS, AV, etc.
from lateral threats within your management network(s).

2. You do not have the logging capability to be even aware of the security events taking place inside your
management network, (such as port scans, protocol fuzzing MAC and ARP poisoning, etc.)

MDSM components themselves contain Audit Logs that will indicate successful and unsuccessful logon attempts and
management events, but this is the extent of their own logging capabilities.

Since MDS’ and MDLS’ are the core of your corporate security, it makes sense to protect those from threats.

This could be achieved by segmenting your management network in to two separate VLANs, and connecting all
management interfaces of the Check Point appliances to one of those segments.

To avoid introducing new IP range(s) and create additional complications from routing stand point, these two VLANs can

carry traffic from the same subnet and be logically separated by the VS in the Bridge Mode:

See Diagram 1
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Assuring availability of MDSM and VSX management connections

You are obviously concerned about redundancy of the components of your Check Point security infrastructure, which is
apparent from the presence of VSX clusters.

Same approach should be taken to the availability of the connectivity to the management interfaces of the components
of this infrastructure.

Since you have already started deploying VSX clusters and underlying VS’ it may be difficult to accomplish at this point,
but it is important for you to understand the implication of NOT having it in place:

Presently, you only have a single management interface from each appliance connected to the same switch in their
corresponding racks. This may be suitable for the LOM ports of the appliances, but it also creates a single point of
failure.

If you are to lose the switch that provides connectivity to the management interfaces, for the duration of the switches’
downtime following will take place:

1. If the failure of the switch that the management interfaces are connected to happen in the rack containing

3050*:

a. VSX members will failover to the units in the other rack.

b. Presently, VSXs and underlying VS’ will begin forwarding logs to the other site.

c. You'll have to make DMS’ in the other site “active” to perform policy modifications.

d. You'll have to make MDS “active” to perform Global operations.
*This will work only if both switches used for management network have an independent egress to the rest
of your routing infrastructure.

2. |If the failure of the switch that the management interfaces are connected to happen in the rack NOT containing
3050:
a. If the devices in that rack were designated as “standby” no complications will transpire.
b. If the devices in that rack were designated as “active”, they will failover to the devices in other rack.

In the 1** case, you will not be able to:

a. Manage MDS, MDLS, DMS’, VSXs and VS’ in the rack the outage has occurred in.
b. Receive, forward and analyze log events generated by those appliances and virtual systems they contain.

...using 3050 that is still running normally, but have lost its’ single management connection.

Creating a bond of the Mgmt and one of the 1GBE interfaces, designating that bond as a Management interface and
connecting secondary ports to another switch in the same rack containing management VLAN for all Check Point
appliances, should allow your infrastructure to function uninterrupted and avoid loss of connectivity and real-time
logging capability at the same site.

Note: You may still be able to perform these operations once the legacy appliances will be ready for deployment in
production environment if: you perform a sequential failover to HA members, remove IPs from existing management
interfaces, create new bonds, define them as new management interfaces with same IPs, and updating topology of the
objects in the MDS’ and DMS’ and defining proper anti-spoofing parameters on new bonded interfaces.

11You can only perform these operations if either LOM or the Console Server connectivity are in place!!!
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Segmentation of the Check Point management infrastructure

Since your infrastructure contains multiple segments and is managed by multiple security administrators, certain
precautions should be taken to assure that the accidental or intentional adverse management events will not happen.

In addition to defining administrator’s roles in the MDSM that will limit their ability to introduce unwanted configuration
changes, it is also a good practice, licensing permitting, to segregate management functions protecting core MDSM and
VSX components.

By doing it, you will not only limit segment administrators’ rites to perform actions, but will be able to conceal the
underlying topology of your core infrastructure from the people that may have no Need to Know about its’ inner
working.

Added benefit of this approach is the limitation of log events generated by the components comprising these segregated
domains: everything these logs contain will be pertinent to the core functionality of the Check Point infrastructure.
Therefore, analysis and troubleshooting of it will not require sifting through the busy logs of the production execution
segments.

Following architecture is based on the information received from Client Representative’s Name, specifying that the
single domain structure will be utilized for overall management. Proposed solution is intended to take advantage of
licenses already purchased with appliances.

Check Point MDSM Architecture

[ MDS-VA MDS-TX
Primary Secondary
(standby)
— VSXCXL-1-VA —
— VSXCXL-2-VA —
DMS-2-VA (standby) (active)
VSXCXL-1-TX
_ These elements are
— protecting your core security
DMS-3-VA DMS-3-TX (standby) infrastructure
VS-1-VA-for-MDSM
(standby) (active)
VS-1-TX-for-MDSM
-~

(active) (standby)

VS-1.2-VA

| VS5-1.3-VA I These elements comprise the rest of the
VS-1.4-VA q q T
execution domain and contain its
VS-2.2-VA VS-1.2-TX —
Management Servers and the rest of the
VS-2.3-VA VS-1.3-TX a
Virtual Systems
VS2.4-VA VS-1.4-TX
VS-N-XX
I

See Diagram 2

If, later, you will consolidate your existing licenses and have one more DMS HA, you can split the VA and TX VS’ in two
different domains with local “active” DMS with the “standby” located at the other site to improve latency.
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Logging structure

Given flexibility of the available options, logging preferences could be configured in several different ways.

This example highlights situation where the preferences is given to the local site primary logging with failover to the log
servers at the secondary site before dedicated MDLS’ are deployed. If your infrastructure produces large quantities of
logging information and the capacity and latency of the WAN interconnect between sites are limiting factors, this may
be the best approach:

VA X
Log to: Log to:
In case one of the above serversis In case one of the above servers is
Cluster or Gateway Send logs and alerts to these log servers: unreachable, send logs to: Cluster or GatewayI Send logs and alerts to these log servers: unreachable, send logs to:
1 2 1 2 1 2 1 2
VEXCXL-1-WA DMS-1-VA DMS-1-TX
VSXCXL-1-TX DMS-2-TX DMS-2-WA
VEXCXL-2-WA DMS-1-VA DMS-1-TX
VS-1-VATor-MDSM DMS-3-VA D35-3-TX VS-1-Tofor-MDSM DMS-4-TX DMS-4-VA
V5-1.2-VA DMS-5-VA DMS-5-TX. V5-1.2-TX DMS-5-TX DMS-5-VA
V5-1.3-VA DMS-3-VA DMS-5-TX VS-1.3-TX DMS-5-TX DMS-5-WA
V5-1.4-VA DMS-5-VA DMS-5-TX. V5-1.4-TX DMS-5-TX DMS-5-VA
V5-2.2-VA DMS-3-VA DMS-5-TX
V5-2.3-VA DMS-3-VA DMS-5-TX
V52 4-VA DMS-5-VA DMS-5-TX
‘ Log forwarding from Log or Management Servers: | | Log forwarding from Log or Management Servers:
DLS-1-VA [ iactive) | forward logs 1o DMS-1-TX DLS-1TX (standby) forward logs to DMS-1-VA
DLS-2-VA (standby) forward logs to DMS-2-TX DLS-2-TX (active) forward logs to: DMS-2-VA
DLS-3-VA [ iacive) | forward logs to DMS-3-TX DLS-3-TX (standby) forward logs to DMS-3-VA
DLS-4-VA (standby) forward logs to DMS-4-TX DLS-4-TX (active) forward logs to: DMS-4-VA
DLS-5-VA [ iactive) | forward logs to DMS-5-VA DLS-5-TX (standby) forward logs to DMS-5-VA

Alternatively, if there are no limitations imposed by WAN, you may elect to send logs to multiple log servers from the
gateways simultaneously, by placing both target servers in to the “Send logs and alerts to these log servers:” section of
the Gateways’ objects “Logs” properties:

- (General Properties
[#- Topology

- NAT

- HTTPS Inspection
- HTTP/HTTPS Proxy
- Platform Portal

(- VPN Clients

[#- Mobile Access

- Logs |
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i~ Local Storage
‘... Addtional Logging
- Fetch Policy
- Optimizations
- Hit Count
(- Other

|Check Point Gateway | Mobile_Access_London

Logs

| Send logs and alerts to these log servers: |

2ifems O\| a

Mame IP Address Type
Epp Management 172.29.47.73 Send Logs and Alerts
Efj Management-b 172.16.1.201 Send Logs and Alerts

[ 5ave logs locally, on this machine (Mobile_Access_London)

In case one of the above log servers is unreachable, send logs to:

1 Q|

IP Address
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In this case, logging structure will look like this:

VA

X

Cluster or Gateway

Log to:

Send logs and alerts to these log servers:

In case one of the above servers is
unreachable, send logs to:

Cluster or Gateway

Log to:

Send logs and alerts to these log servers:

In case one of the above serversis
unreachable, send logs to:

See Table 2

1 2 1 2 1 2 1 2
VSXCXL-1-VA DLS-1-VA DLS-1-TX
VSXCHLL-TX DLS-2-TX DLS-2-VA
VSXCKL-2VA DLS-1-VA DLS-1-TX
\5-1-VA-for-MDSM DLS-3-VA DLS-3-TX DLS-4-TX DLS-4-VA
V5-1.2-VA DLS-5-VA DLS-5-TX VS-1.2-TX DLS-5-TX DLS-5-VA
V5-1.3-VA DLS-5-VA DLS-5-TX VS-1.3-TX DLS-5-TX DLS-5-VA
V5-14-VA DLS-5-VA DLS-5-TX VS-L4-TX DLS-5-TK DLS-5-VA
VS22 VA DLS-5-VA DLS-5-TX
V52.3VA DLS-5-VA DLS-5-TX
V52 4VA DLS-S-VA DLS5TX
‘ Log forwarding from Log or Management Servers: | Log forwarding from Log or Management Servers:
DIS-1-VA | iactive) | forward logs 10 SIEM-VA DL5-1-TX (standby) forward logs 1o- SIEMVA
DLS-2VA (standby) forward logs 1o SIEM-TX DLS-2-TX forward logs 1o SIEM-TX
DLS-3-VA [ iacive) | forward logs to SIEM-VA DLS-3-TX (standby) forward logs to. SIEM-VA
DLS-4-VA (standby) forward logs to SIEM-TX DLS-4-TX forward logs to SIEM-TX
DLS-5-VA [ iactive) | forward logs to SIEM-VA DLS-5-TX (standby) forward logs to SIEM-VA

After older appliances are consolidated in the new infrastructure and you have had a chance to define Multi Domain Log
Servers, the logging schema may change to something like this:

VA

X

Cluster or Gateway

Log to:

Send |ogs and alerts to these log servers:

In case one of the above servers is
unreachable, send logs to:

Cluster or Gateway

Log to:

Send logs and alerts to these log servers:

In case one of the above serversis
unreachable, send logs to:

See Table 3

1 2 1 2 1 2 1 2
VEXCXL-1-VA DLS-1-VA DLS-1-TX
VEXCXL-1-TX DLS-2-TX DLS-2-VA
VSXCXL-2-VA DLS-1-VA DLS-1-TX
DLS-3-VA DLS-3-TX. DLS-4-TX DL5-4-VA
W5-1.2-VA DLS-3-VA DLS-5-TX V5-1.2-TX DLS-5-TX DLS-5-VA
W5-13-VA DLS-5-VA DLS-5-TX. V5-13-TX DLS-5-TX DLS-5-VA
W5-1.4-VA DLS-5-VA DLS-5-TX V5-1.4-TX DLS-5-TX DLS-5-VA
VS-2.2-VA DLS-5-VA DLS-5-TX
W5-2 3-VA DLS-5-VA DLS-5-TX.
VS-2.4-VA DLS-5-VA DLS-5-TX
| Log forwarding from Log or Management Servers: | Log forwarding from Log or Management Servers:
DLS-1-VA forward logs to DLS-1-TX DLS-1-TX. (standby) forward logs to DLS-1-VA
DLS-2-VA {standby) forward logs to DLS-2-TX DLS-2-TX (active) forward logs to: DLS-2-VA
DLS-3-VA forward logs to DLS-3-TX DLS-3-TX (standby) forward logs to: DLS-3-VA
DLS-4-VA (standby) forward logs to DLS-4-TX DLS-4-TX (active) forward logs to: DLS-4-VA
DLS-5-VA forward logs to DLS-5-VA DLS-5-TX (standby) forward logs to: DLS-5-VA

Log forwarding from the management servers should be utilized only if you are concerned with availability of the
historical records if the primary Domain Log Server is down or is unreachable.

Always be conscious about space, network resources and security requirements when deciding on number of logging

targets.
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Logging to external SIEM (Security Information and Event Management) solutions

If you are employing SIEM solutions other than Check Point SmartEvent and depending on its capabilities, you may have
to forward firewall logs to those not in the native Check Point format, but as a standard Syslog. As of 77.30 you have an
opportunity to do so by creating a normal host object with syslog’s IP assigned to it and then creating a Syslog Server

Object in the Servers and OPSEC section of the Objects window.

% e2B]@e

Servers and OPSEC

RADIUS...

RADIUS Group...
TACACS...

LDAP Account Unit...
CA

SecuRemote DNS...
SecurlD...

IF-MAP...

Syslog...

" 8 Objects List

_—

Syslog Properties - SIEM-VA ? =
Name: |SIEM-VA |
Comment: |Secun”r§,r Information and Event Manageme|
Caolor: | B Management ~ |
Host: |E, Syslog-on-SIEM- -~ MNew...
Port: 514 |
Wersion: Syslog Protocaol ~

Cancel

In the Syslog Properties, assign the host created in the previous step, specify port you are using for communication to

SIEM and chose Version of the Protocol.

Once the steps described above are completed, your newly created Syslog Server appears in the list of possible targets

for log forwarding in the Check Point Gateway’s properties:

- (eneral Properties
- Topology
- Networl Services

Send logs and alerts to these log servers:

- NAT

- HTTPS Inspection

- HTTP/HTTPS Proxy
- Anti-Bot and Anti-Virus
[~ Threat Emulation

- Threat Exdraction

- Platform Portal

- ldentity Awareness

- UserCheck

-~ Mail Transfer Agent
. IPS

-IPSec VPN

- VPN Clients

(- Data Loss Prevention

- Monitoring Softwarne blz
- Fetch

- Optimizations
- Hit Count
[+ Cther

IP Address
172.29.47.78

MName

Eqj Management

fral
=

Save logs locally, on this machine ({Coporate-gw)

=

In case one of the above log servers is unreachable,

Ofems Q |

See Check Point sk87560 for references.
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https://supportcenter.checkpoint.com/supportcenter/portal?eventSubmit_doGoviewsolutiondetails=&solutionid=sk87560

In this case, the logging schema will look as depicted here:

VA

X

Cluster or Gateway

Log to:

Send logs and alerts to these log servers:

In case one of the above servers is
unreachable, send logs to:

Cluster or Gateway

Log to:

Send logs and alerts to these log servers:

In case one of the above serversis
unreachable, send logs to:

See Table 4

Viadimir
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1 2 1 2 1 2 1 2
VSXCXL-1-VA DLS-1-VA SIEM-VA DLS-1-TX SIEM-TX
VSXCHLL-TX DLS-2-TX SIEM-TX DLS-2-VA SIEM-VA
VSXCKL-2VA DLS-1-VA SIEM-VA DLS-1-TX SIEM-TX
DLS-3-VA SIEM-VA DLS-3-TX SIEM-TX DLS-4-TX SIEM-TX DLS-4-VA SIEM-VA
DLS-5-VA SIEM-VA DLS-5-TX SIEM-TX VS-1.2-TX DLS-5-TX SIEMF-TX DLS-5-VA SIEM-VA
DLS-5-VA SIEM-VA DLS-5-TX SIEM-TX VS-1.3-TX DLS-5-TX SIEM-TX DLS-5-VA SIEM-VA
DLS-5-VA SIEM-VA DLS-5-TX SIEM-TX VS-L4-TX DLS-5-TK SIEM-TX DLS-5-VA SIEM-VA
DLS-5-VA SIEM-VA DLS5-TX SIEM-TX
V52.3VA DLS-5-VA SIEM-VA DLS-5-TX SIEM-TX
V52 4VA DLS-S-VA SIEM-VA DLS5-TX SIEM-TX
‘ Log forwarding from Log or Management Servers: | Log forwarding from Log or Management Servers:
DIS-1-VA | iactive) | forward logs 10 DIS-1-TX DL5-1-TX (standby) forward logs to DLS-1-VA
DLS-2VA (standby) forward logs 1o DLS-2-TX DLS-2-TX forward logs 1o DLS-2-VA
DLS-3-VA [ iacive) | forward logs to DLS-3-TX DLS-3-TX (standby) forward logs to. DLS-3-VA
DLS-4-VA (standby) forward logs to DLS-4-TX DLS-4-TX forward logs to DLS-3-VA
DLS-5-VA [ iactive) | forward logs to DLS-5-VA DLS-5-TX (standby) forward logs to DLS-5-VA

=
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Policy sources and fetching order

It is important to remember that the only source of the policy of the gateways defined automatically is the management
server or DMS where these objects were created.

Therefore, if you expect the VS or the VSX to fetch policy on reboot and, possibly, in the absence of the management
server where those objects were defined, you should specify additional sources in the “Fetch Policy” properties of the
gateways’ and clusters’ objects.

Check Point Gatewayl» Corporate-gw ? X

- (General Properties Fetch Policy
- Topology
... Metwork Services Use the following Management Stations for fetch and install:
- NAT
- HTTPS Inspection Eg Management
- HTTP/HTTPS Promy ?III Management-b Up

- Anti-Bot and Anti-Vius

[ Threat Emulation

- Threat Extraction -

- Platform Portal S

[#- Identity Awareness

- UserCheck

- Mail Transfer Agent Remove

- IPS

- IPSec VPN

H- VPN Clients

[#- Data Loss Prevention

- Monitoring Software bl:
. Logs

8o o |

- Optimizations

- Hit Count

[]- Cther

el

In our example, the policy sources could be represented in this fashion:

VA TX
Use the following Management Stations Use the following Management Stations
Cluster or Gateway for fetch and install: Cluster or Gateway for fetch and install:
1 2 1 2

VEXCXL-1-VA DMS-1-VA DMS-1-TX

WVIXCKL-1-TX DMS-2-TX DMS-2-WA
VEXCHL-2-VA DMS-1-VA DMS-1-TX

V5-1-VA-for-MDSM DMS-3-VA DM3-3-TX V5-1-T-for-MDSM DMS-4-TX DMS-4-VA

VE-1.2-VA DMS-5-VA DMS-5-TX VE-1.2-TX DMS-5-TX DME-5-VA

VE-1.3-VA DMS-5-VA DMS-5-TX VE1.3-TX DMS-5-TX DMS-5-WA

VE-1.4-VA DMS-5-VA DMS-5-TX VE1.4-TX DMS-5-TX DMS-5-WA
VE-2.2-VA DMS-5-VA DMS-5-TX
V5-2.3-VA DMS-5-VA DMS-5-TX
VE-2 4-VA DMS-5-VA DMS-5-TX

See Table 5

While the local management server should be the top choice for the policy source under normal circumstances, consider
situations when this may change. For instance, if you have lost one of the MDSMs and the outage is expected to last,
temporary changing order of policy sources may be advantageous.

P
o ey
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Configuring Gaia parameters of MDSM and VSX Infrastructure components

Common Gaia Configuration parameters

1.

Depending on whether your installation is happening on a physical platform or a virtual one, you may have to go
through the Gaia ISO image installation. You may also encounter this situation if you are re-installing the OS on
the appliances from the USB drive.

If you are prompted with the series of the VGA configuration choices, define language, input, network
parameters for the initial configuration and password for the first-time access of WebUI.

Note that all of these parameters defined by this point could be changed via WebUI, once it is accessible.
Complete installation, noting the assigned IP address and reboot the appliance.

Using web browser, logon to the appliance for the first time via URL https://<IP_address_assigned_earlier> or
specified in the appliance’s documentation, accepting notification about invalid certificate.

[ Privacy error x
< C | A Not secure | b#//10.10.10.11 1 0 Q=
a

Favorites SANTD-Lab shortcuts [ Plex Tools WarGames Home Net Eversec CheckPoint  Jif BashGuide - Greg's V » Qther bookmarks

Your connection is not private

Attackers might be trying to steal your information from 10.10.10.11 (for example,
passwords, messages, or credit cards). NET:ERR_CERT_AUTHORITY_INVALID

[ Automatically report details of possible security incidents to Google. Privacy policy

[UREADVANCED

This s
your computer’s operating system. This may be caused by a misconfiguration or an

er could not prove that it is 10.10.10.11; its security certificate is not trusted by

attacker intercepting your connection. Learn more.

If this is a new management appliance, it is likely configured with R80 version of the Check Point pre-configured
as primary boot image. You have an option to select “Revert to R77.30”. Choose that and confirm to revert.
After boot image reverts to R77.30, appliance will reboot. Wait for reboot to complete and proceed to the next
step. Note that it takes approximately 10 minutes for the appliance to revert to a different boot image.

o

e
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4. Enter administrative credentials using same password you have assigned earlier, or default password “admin”,
using “admin” as a user name:

B cai= x A\
< c [A Not secure | bepE//10.10.10.11 ﬁl ® 0 0=
e e e e T . ——gEEpm

&=
Gaia Portal® Check Point

R77.30

tem is for authorized use only.

NI

5. You are prompted with the “Welcome screen” of the “First-Time Configuration Wizard”, click “Next” to
continue:

First Time Configuration Wizard

Welcome to the

Check Point First Time Configuration Wizard

You're just a few steps away from using your new system!
Click Next to configure your system.

vmware

Platform: vMware

CheckPoint e (S  [Foameni] [sosens)
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6. Make appropriate selection for your deployment option and click next:

7. Confirm or change the IP address and the subnet mask assigned to the interface you are connected to:

First Time Configuration Wizard

Deployment Options S Check Point

SOFTWARE TECHNDLOGIES LT0.

Setup
@ Continue with Gaia R77.30 configuration
Install

O Install a version from Check Point Cloud
() Install from USB device

Recovery

© Impart existing snapshot e

L3 Check Point | <Back || Net> | | cancel |  Hep |

SOFTWARE TECHHAL LGS ATD

First Time Configuration Wizard

Management Connection & Check Point
Interface: ethl

Configure IPv4: b

IPv4 address: w0010 11|

Subnet mask: EEET

Default Gateway: ]

I R

53 Check Point [ <Back || Next> | | cancel || Hep |

SOFTWARE TECHUOLOGIES 47D

Note, that should you decide to change the IP address at this point, an alias, or secondary IP will be assigned by Gaia
to the same management interface. You can delete the original IP address, once you have reconnected to the
appliance using the new one.
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8. Enter the hostname, domain suffix, DNS information and, if you are going to be using a proxy server, use the

checkbox to select that option and enter the proxy server’s IP address and port number. Click “Next”:

First Time Configuration Wizard

Device Information E Check Point’

SOFTWARE TECHYDLOGIES LTD.

Host Mame: | MDSM-VA |

Diomain Name: | Dpliona

Primary DNS Server:

|
Secondary DNS Server: | |
Tertiary DNS Server: |

Proxy Settings

D Use a Proxy server

& Check Point <Back || MNext> | | cancel |

SCETWARE TEEHMOLOGES 47D

9. Select “Use Network Time Protocol (NTP):” option and define your NTP servers and protocols’ version, select

appropriate time zone. Click Next:

First Time Configuration Wizard

Date and Time Settings 2 Check Point

SOFTWARE TECHNDR DIGIES LTD.

O Set time manually:

(@ Use Network Time Protocol (NTP):

Primary NTP server: | timeserver! localcom | Version: b
Secondary NTP server: | timeserver? local.com | Version: W
Time Zone: | MNew York, &merica (GMT -5:00) | b
<Back || Ned> | [ Cancel | Hep

For Primary Multi-Domain Server, go to Page 15

For Secondary Multi-Domain server(s) go to Page 18

For Multi-Domain Log Server(s), go to Page 19

For VSX Cluster Members, Stand-Alone VSX units and Gateways, go to page 20
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Configuring Multi-Domain Servers and Multi-Domain Log Servers

Configuring Primary Multi-Domain Server

10. Select “Multi-Domain Server” and click “Next”:

First Time Configuration Wizard

Installation Type & Check Point

SOFTWARE TECHNOLOGIES £T0.

© Security Gateway or Security Management
@ Mult-Domain Server

| <Back || MNet= | | cacel || Heh |

11. Confirm that the Primary Multi-Domain Server option is selected and that the option of “Automatically
Download Blade Contracts and other important data” checkbox is filled per your requirements. Click “Next”:

First Time Configuration Wizard

Installation Type 8 Check Point

SOFTWARE TECHUDLOGIES LTD.

Primary Muti-Domain Server
() Secondary Mult-Domain Server
O Multi- Domain Log Server

Automatically downlead Blade Contracts and other important data (highly recommended)
@ For more information click here

<Back || Net> | | cancel || Hep |

Py
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12. In the “Leading VIP Interface Configuration” window, chose the interface you are designating as your first
Leading VIP. Normally, it will be a “Mgmt” interface on the hardware appliances. Click “Next”:

First Time Configuration Wizard

Leading VIP Interfaces Configuration L3 Check Point’
SOFTWARE TECHN DR OGIES LTD.
The Leading VIP Interfaces are real interfaces connected to an external network. These interfaces are
used when setting Domain Management Server virtual IP addresses. Each leading interface can host
up to 250 virtual IP addresses (250 Domain Management Servers).
<Back || Mext> | | cameel || Hep |

13. Make an initial selection of the GUI clients permitted to access your host. These parameters could be later
adjusted in WebUI. Unless warranted, leave selection at “Any host” and click “Next”:

First Time Configuration Wizard

Multi-Domain Server GUI Clients ECheck Point

SOFTWARE TECHMOL OGIES LD

GUI clients can log into the Multi-Domain Server from:

@ Any host

() IP address (default is current client’s IF)

<Back || MNext> | [ cancal || Hep |

'f'}'\:":
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14. Create a Security Management Administrator’s account and assign strong complex password to it. Click “Next”:

First Time Configuration Wizard

Security Management Administrator & Check Point
Administrator Mame: |a.jmin |
New Password: |.... | [ —— ]
Confirm Password: | sesssn| |
| <Back || New= | | cance | o mep |

15. Unless permitted by your security policy, uncheck the “Improve product experience by sending data to Check
Point” and click “Finish”:

First Time Configuration Wizard

First Time Configuration Wizard - Summary
Products

“four device will be configured with the following products:
Multi-Demain Server: Primary Security Management

D Improve product experience by sending data to Check Point
@ For more information click here

To complete the configuration please click Finish.

16. When prompted for the confirmation of the beginning of the configuration process, click “Yes”:

First Time Configuration Wizard

¥
P J This will start the configuration precess. Are you sure you want to continue?
-
s || o
To continue, go to Page 22
17 |Page Vliadimir Yakovlev
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Configuring Secondary Multi-Domain Server(s)

1. When prompted with “Installation Type”, select “Secondary Multi-Domain Server” and click “Next”:

First Time Configuration Wizard

Installation Type S Check Point

SOFTWARE TECHHDADGIES LT,

() Primary Mult-Domain Server
Secoendary Multi-Domain Server

) Multi-Domain Log Server

Automatically download Blade Contracts and other important data (highty recommended)
@ For more information click here

<Back || Next> | | cCanesl |  Hep |

2. Make appropriate choices for “Leading VIP Interface Configuration” and click “Next.

3. Now, enter complex, strong SIC password and note it for subsequent introduction of this server to the rest of
your Check Point infrastructure. When done, click “Next”, “Finish” and “Yes” to complete configuration:

To continue, go to Page 22

18| Page

First Time Configuration Wizard

Secure Internal Communication (SIC) S Check Point

SOFTWARE TECHNCADGIES LTD.

Activation Key: e | =——

Confirm Activation Key: | ........ |

» Learn more about SIC

<Back || Nest> | | Cancel |  Hep

Vliadimir Yakovlev
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Configuring Multi-Domain Log Server(s)

1. When prompted with “Installation Type”, select “Secondary Multi-Domain Server” and click “Next”:

First Time Configuration Wizard

SOFTWARE TECHHMOLOGIES LTD

(2) Primary Mult-Domain Server
& Secondary Mult-Domain Server

@ Multi-Domain Log Server

Automatically download Blade Contracts and other important data (highly recommended)
@ For more information click here

Installation Type 2 Check Point

2. Make appropriate choices for “Leading VIP Interface Configuration” and click “Next.

3. Now, enter complex, strong SIC password and note it for subsequent introduction of this server to the rest of
your Check Point infrastructure. When done, click “Next”, “Finish” and “Yes” to complete configuration:

To continue, go to Page 22
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First Time Configuration Wizard

Secure Internal Communication (SIC) S Check Point

SOFTWARE TECHNOLOGIES LTD.

e C— | =—=—=

Confirm Activation Key: | ........ |

» Learn more about SIC

<Back || Nest> | | cCancel | Hep
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Configuring VSX cluster members

1. Select “Security Gateway or Security Management” and click “Next”:

First Time Configuration Wizard

Installation Type 8| Check Point

SOFTWARE TECHMOLOGIES LTD.

Security Gateway or Security Management
() Mutti-Domain Server

2. Uncheck “Security Management”, check “Unit is a part of a cluster, type:”, select “ClusterXL” in the drop-down
box, assigh number from 1 to 254, unique to all other Check Point clusters in your infrastructure, “Cluster Global
ID:” and click “Next”:

20| Page

First Time Configuration Wizard

Products 2 Check Point’

SOFTWARE TECHNOLOGIES LTD.

Products

Security Gateway
|. Security Management

Clustering ﬂ
| Unitis a part of a cluster, t,rpe:r ClusterkL  |v|

Cluster Glebal ID: 1| o

Automatically download Blade Contracts and other important data (highly recommended)
@ For more information click here

<Back ][ Mext = ] [ Cancel ]| Help |

Vliadimir Yakovlev
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3. Now, enter complex, strong SIC password and note it for subsequent introduction of this server to the rest of
your Check Point infrastructure. When done, click “Next”, “Finish” and “Yes” to complete configuration:

First Time Configuration Wizard

Secure Internal Communication (SIC) &l Check Point

SOFTWARE TECHYCLOGIES LTD.

Activation Key: — | ===

Confirm Activation Key: | ........ |

¢ Learn more about SIC

<Back || MNext> | | Cancel |  Hep

_,_,—_)7\\,\‘

21| Page Viadimir Yakovlev Higherinfelligence



Completing Common Gaia Configuration

4. Monitor configuration progress and acknowledge successful completion of the process by clicking “OK”:

First Time Configuration Wizard

First Time Configuration Wizard - Summary

Task Progress
Verify Configuration

Multi-Domain Server

000

Finalize Configuration

First Time Configuration Wizard

@ Configuration completed successfully

[oxd

< Back Finish Cancel

Help

5. When Gaia WebUI “Overview” opens, verify that in “System Overview” pane, your “Edition” is 64 bit, if your

appliance is equipped with more than 4 GB of RAM. If it is not, click on “32-bit":

VMware
MDSM-VA

~

admin

|z

Sign Out

Check Paint*
Gaia Portal’
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View mode:  Advanced - Manage Software Blades using SmartConsole @ | & New! Easily Control Your Upgrades | Try Now &3 ‘
@ Overview

=) 'EE MNetwork Management 2 “x el -

= & system Management Check Point Multi-Domain Server | R77.30 =

[ |p Advanced Routing @

Kemnel 2.6.18-92cp Ifyour appliance is equipped
2133 User Management Ecition 3200 L with morc than 4 GB of RAM, Firewall
- . — ~ 1 click on 32-bit and change it
= G2 High Availabilty Buid Number: 208 1o 64-bit, reboot the appliance
@ & Maintenance System Uptime: 1 hour 38 minutes ‘
& Upgrades (CPUSE
2% Upgrades ( ) “ 1PS
] Status and Actions
. Platform:
| Software Updates Polic
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IPv4 Address IPvE Address Link Status
ethd 10.10.10.11 el up =
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6. Inresultant window, chose “64-bit” option and click “Apply”. Note that the reboot will be required:

ViMware admin | "_ | Sign Out
MDSM-VA B

System Management » System Configuration

View mode: Advanced v

IPvE Support
@ Overview
© on
£ %E Metwork Management
off
E2] 94 System Management
& [B Advanced Routing Edition
= % User Management ) 32-bit
@ G2 High Availabiity © 64-bit o
& ¢ Maintenance /&, This action wil require a reboot.

= ¥ Upgrades (CPUSE)
X ] 2

= Status and Actions
™

Software Updates Policy

7. Confirm reboot when prompted by clicking “Yes”:

Reboot the System X

f Change Editicn will take effect in the next reboct. Do you want to reboot the machine now?

s || Mo

8. Logon to the appliance once it is rebooted and verify that the “Edition” value is now “64-bit”:

VMware admin | \_ | Sign Out
MDSM-VA [z

Check Point*
Gaia Portal |

«

Search :!

View mode: Advanced - Manage Software Blades using SmartConsale | :é New! Easily Control Your Upgrades | Try Now x |

) Overview -
3 %E Nef = i System Overview - X Blades -
2 Network Interfaces Check Point Multi-Domain Server | R77.20 p—
& arp %‘J
=2 DHCP Server Kernel: 2.6.18-92cpx86_64
ition: Firewal
i Hosts and DNS Edition: ew
] 1Pv4 Static Routes Buid Number: 204
» System Uptime: less than 1 minute
2 NetFlow Export
=] 8. System Management 4 PS
i Time
N Platform: &
==. Cloning Group — - VMware @
= SNMP
2 Job Scheduler

Mail Notific ation

Proxy
&2 Messages e
2 IPv4 Address Link Status
i Display Format
. eth0 10.10.10.11 - Il Up
= Session o
. lo 127.0.0.1 - il up 537
i= Core Dump L— & -
i System Configuration MIK 3
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9. If you have a desired HFA version or a specific or custom patch, that all your appliances should have installed
prior to deployment in production, perform installation now. If the appliance does not have the Internet access
at this point, perform an offline installation and updates. Some of the HFAs or patches may require higher
version of the Deployment Agent than presently installed on the appliance. If this is the case, perform the
update of the Deployment Agent prior to installation of HFAs or patches.

10. If at any time your session times out and after logon you will see the small lock icon between administrator’s
name and “Sign Out” option closer to the top-left of the blue edge of the screen:

ViMware

MDSM-VA

Configuration Locked =

The configuration database is
currently locked by admin. Click the
lock icon { g ) above to obtain lock.

artConsole

System O i
‘ = %E_Net}'gg_di Malj_anement_ - | o L4 f_}m VEME“I__——-— o —

Click on it to acquire session lock. Click “Yes” to confirm:

Configuration Lock *

2

Are you sure you want to override the lock?

The lock icon will turn in to a pen icon indicating successful lock acquisition.

VSX WebUI Window of Opportunity

At this point in your initial configuration, you have an opportunity to utilize WebUI for future VSX cluster members to
configure additional parameters, such as networking (including bonded interfaces and VLAN sub-interfaces), SNMP,
roles for administration, routing etc...

Once cluster candidates are added to the cluster object, your ability for further configuration adjustments will be limited
strictly to a combination of command line interface and the manipulation of the cluster object via SmartDashboard.

If you prefer visual feedback for this phase of deployment, having configuration of cluster members pre-planned will
help you maximize the utilization of the WebUI functionality.

Consider also the possibility of using WebUI to generate complex settings and then export, modify and import those via
CLISH to the systems that are already are cluster members.

7
N
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Installing Check Point Management Console(s) and connecting to MDS’

Your Check Point administrators must install SmartConsole applications on their Windows PCs to administer either
MDSM infrastructure or its components. While each Check Point appliance’s WebUI offers an option to download
SmartConsole application directly from it, the recommended option is to download installation package from Check

Point User center.

The reason for this is that the package downloaded from appliances contains dependencies to C++ and .Net runtime
environments, whereas package downloaded from User Center has those embedded.

Current version of SmartConsole for Windows 10, sk110892 could be found at:
https://supportcenter.checkpoint.com/supportcenter/portal?eventSubmit doGoviewsolutiondetails=&solutionid=sk110

892&partition=General&product=SmartConsole

The name of the file is: Check_Point_SmartConsole_and_SmartDomain_Manager_R77.30_Win10.exe

For older version of Windows, sk104859 could be found at:

https://supportcenter.checkpoint.com/supportcenter/portal/role/supportcenterUser/page/default.psml/media-

type/html?action=portlets.DCFileAction&eventSubmit doGetdcdetails=&fileid=41356

The name of the file is: Check_Point_SmartConsole_and_SmartDomain_Manager_R77.30_T204_Windows.exe

1. Once installation package is downloaded, double-click the executable and click “Run”:

Open File - Security Warning

Do you want to run this file?

|I| Mame: ..onsole_and_SmartDomain_Manager_R77.30_Win10.exe

Publisher: Check Point Software Technologies Ltd.

Type: Application
From: ChUsers\Vladimir\Downloads' Check_Point_SmartCons...

Run Cancel

[+] Always ask before opening this file

2 While files from the Internet can be useful, this file type can potentially
-l‘!-l harm your cormputer. Only run software from publishers you trust.
= What's the nisk?

x

2. When prompted with the question “Do you want to allow this app to make changes to your device?”, click “Yes”.
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https://supportcenter.checkpoint.com/supportcenter/portal?eventSubmit_doGoviewsolutiondetails=&solutionid=sk110892&partition=General&product=SmartConsole
https://supportcenter.checkpoint.com/supportcenter/portal?eventSubmit_doGoviewsolutiondetails=&solutionid=sk110892&partition=General&product=SmartConsole
https://supportcenter.checkpoint.com/supportcenter/portal/role/supportcenterUser/page/default.psml/media-type/html?action=portlets.DCFileAction&eventSubmit_doGetdcdetails=&fileid=41356
https://supportcenter.checkpoint.com/supportcenter/portal/role/supportcenterUser/page/default.psml/media-type/html?action=portlets.DCFileAction&eventSubmit_doGetdcdetails=&fileid=41356

3. When prompted with Check Point SmartConsole R77.30 “Welcome to the Check Point Installation Wizard”, click
“Next”:

Check Point SmartConsole R77.30

Check Point ™

are Technoio LTD.

Wizard

The Check Point Installation Wizard will install Check Point SmartConsole R77.30
on your computer.

R77.30 is a maintenance release for R77, R77.10 and R77.20 with
important Check Point product updates, R77 new features:
= Prevent zero-day attacks with new cloud-based Threat Emulation Software Blade

= Continuous compliance monitoring and security assurance with new Compliance
Software Blade

= Major Next Generation Firewall real-life performance boost on existing platforms

= New provisioning capabilities in SmartDashboard for central device management
and configuration

= Improved version deployment with Gaia Automated Software Updates

= Enhanced |dentity Awareness, including new RADIUS integration

= Endpoint Security enhancements

@ Next

4. Click in the checkbox accepting Software License Agreement and click “Next”:

Check Point SmartConsole R77.30

Check Point ™

Tachno!

Please read the following license agreement.
Use the scroll bar to view the rest of this agreement.

Software License Agreement
Check Point Software Technologies Lid.

This License Agreement the "Agreement™)is an agreement between you (both the individual installing the Product
and any legal entity on whose behalf such individual is acting) hereinafter "You" or "Your") and Check Point Software
Technologies Ltd. thereinafter "Check Point").

TAKING ANY STEF TO SET-UP, USE COR INSTALL THE PRODUCT CONSTITUTES YOUR ASSENT TO AND
ACCEPTAMCE OF THIS AGREEMENT. WRITTEN APPROVAL 1S NOT A PREREQUISITE TO THE VALIDITY OR
ENFORCEABILITY OF THIS AGREEMENT AND NO SOLICITATIOM OF ANY SUCH WRITTEN APPROVAL BY OR
OM BEHALF OF YOU SHALL BE CONSTRUED AS AN INFERENCE TO THE CONTRARY. IF YOU HAVE

ORDERED THIS PRODUCT SUCH ORDER 1S CONSIDERED AN OFFER BY YOU, CHECK POINT'S
ACTERTAMCE AE ¥NILIR NEEER 1S EY¥PRESS]Y COKMNITIOKAL (K YA 1IR ASSENT TN THE TERMS AF THIS

¥ | accept the terms of this agreement

@ Cancel

2y
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5. Unless there are compelling reasons to change the installation directory, leave defaults in place and click “Next”:

Check Point SmartConsole R77.30

To use the default installation folder, click Next. To install to a different folder,
click Browse and select another folder.

Destination Folder:

C:\Program Files (x86)\CheckPoint\SmartConsole\R77.30

@ Back @ Next @ Cancel

6. Space permitting, chose “Full” installation option. Among other components, Full Installation contains “Demo
Mode”, which allows you to start simulated complex Check Point environment without authentication. This

could be used as a valuable reference tool to allow a quick look-up of practical configuration scenarios. Click
" ”n
Install”:

Check Point SmartConsole R77.30

Check Point ™ {%

ware Technologies LTD

o i\g Full ° Lii‘i Custom

Install all SmartConsole components Show a list of available SmartConsole

898MB components

‘?,\‘1
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7. Observe installation progress and, once completed click “Finish”.

Check Point SmartConsole R77.30

Qheck Point ™

are Technologies LTD,

kS

L |
; §1l o Thank you for installing
" SmartConsole R77.30

¥ Launch SmartDashboard at the end of the installation

8. Select “Demo Mode” and click “Login” to verify successful installation and functionality of the SmartConsole

components:

Check Point

SmartDashboard®

Login =»

Z\‘:&
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9. If you are seeing SmartDashboard screen similar to one shown below, your SmartConsole is working normally.

E Demo Mode - Check Point SmartDashboard R77.30 - Standard

El EmCEALD

= k5
Firewall S

(4) Overview
1] Policy
=4 Gateways

B NAT

[ Track Logs®
() Analyze & Report®

Netwaork Objects

> Check Paint

> (= Nodes

> [ & Networks

> | Groups

5> @ Address Ranges
> |4 Dynamic Objects

Appl
URL

ication &
Filtering

@ install Folicy

MW Network Activity

SmartConsole ~

pie Data Loss Threat
-~ Prevention ’-, IPS "; Prevention

Overview

World's mast proven Firewall solution, featuring the most adaptive and intelligent inspection technology.

<

Check Point.

SmartDashboard

My Organization % W Top Gateways X

24 Security Gateways

IP Address Version 27000

24000

Branch-Office-gw Dynamic Address  N/A 21000
Corporate-Cluster-1 192.0.2.100 R76 . 18000
Corporate-Cluster-2 192.168.80.100 R76 5 15000
Corporate-ldentity-Aware... 1034325 R76 E 12000
Corporate-gw 192.168.75.1 RT7.30 ~ ao00
Mobile_Access_London 10.748.73 R76 5000
Mobile_Access_NewYork 10.44.56.23 R76 9000
Remote-1-gw 198.51.100.1 R75.20 )

Remote-5-gw Corporate-gw

Remote-1-gw Remote-2-gw

Remote-3-gw

Select Gateway: | Corporate-Clusts

70000
60000

20000 [ Acceptes

30000 M Dropped

Packets/Sec

122000

0
0

Policy Information

6 13 Accept Rules

19 @ 32 Drop Rules
rules in policy © @ 0 Reject Rules

rules are

expired

rules are

disabled

rules have

zero hits

" Objects List [{) Recent Tasks Identity Awareness [ SmartWorkflow

Demo Mode  Wite Mode

10. Exit “Demo Mode” by closing the application.
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Defining GUI Clients for MDSM infrastructure

If, during the installation and configuration of Primary MDS, you have specified a single GUI client, which is common in
highly secure environments, and the workstation you are currently on has a different IP address, you will have to
configure its IP as a GUI Client by logging into the Primary MDS, executing “mdsconfig” and selecting option “( 7 )”:

Conversely, if you have chosen “AnyHost” option during the installation, now is the good time to lock it down by limiting

accessibility to hosts expected to connect to the MDS:

If you have “AnyHost” defined as a GUI Client, you may elect to perform the lockdown later in the process to avoid

possible lockouts.

Confirm connectivity between your workstation and the MDS using ICMP echo-reply or SSH in to the server.

*'h_ﬂ

Intelligence
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Once routing and connectivity are verified, start “SmartDomain Manager R77.30” from “Check Point SmartConsole
R77.30” application group.

Once logon window opens, enter user name and password you have configured for the administrator during initial
installation and configuration process, IP address of the Primary MDS and, if required, a session description and click

“Login”:

Use certificate This is the first time you are contacting
this server.

admin

(LTI YY)
DOLL DUKE LESK CLAY LUKE CAP NEE

10.10.10.11 ¥ WHO PUG BLOB COP OAF

D d To be absolutely sure that no one is

L] Demo mode impersonating your management, compare
the Fingerprint in the Configuration Tool on
=\ the server, to this Fingerprint.

First Time MDS configuration by admin
Name.

1. 2.

Do you approve this Fingerprint as valid?

At this point you should verify the validity of the MDS Certificate’s fingerprint. To do so open parallel SSH session, logon
to the MDS and execute “mdsconfig”. When prompted with menu options, chose “( 5) Certificate’s Fingerprint” and

you shall see it displayed:

Verify that the fingerprints are matching, click “Approve” in the SmartDomain Manager window and chose “n” in the
mdsconfig prompt, unless you would like to save the fingerprint to a file for future references.

You are now logged on the SmartDomain Manager:

54 10.10.10.11 - Check Point SmartDomain Manager - O *

& Global
h& General @ @ Faolicies
<

29 Domin Corterts Domain Contents ®
{9 Multi-Domain Server Contents Domain Contents IPv4 Address IPv6 Address  Multi-Domain Server  Status Active/Standby  Global Name SmartLog
. Network Objects | Mutlti-Domain Security Management
&I SmartLog®

Done 10.10.10.11 admin  Multi-Domain Superuser

&2
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Adding MDSM components to Multi-Domain Security Management infrastructure

1. Inthe “General” tab of the SmartDomain Manager, click on the “Multi-Domain Server Contents.
2. Inthe middle pane, right-click on the “Multi-Domain Security Management” root object.
3. Inresultant menu, click on “New Multi-Domain Server...”

10.10.10.17 - Check Point SmartDomain Manager

Eile View Manage Help
El TS Md OF » =

e - S ~ . o 1€
lobal Version & [ High R GUI {;
& General : olicies EF“J Updates % Administrators ]E Availability - Clients [ é SmartUpdate Compliance

29 Domain Corterts * Multi-Domain Server Contents
| 9 Muti-Domain Server Contents o Multi-Domain Server Conterts IPv4 Address IPvE Address Domain Status Active/Standby ~ SmartLog
~ EL Network Objects == : :
T M A Mew Multi-Domain Server., @ Started active active
E Sn'mr‘chbg“l Expand Al
Collapse All
Expand To Level...

T e e et et ittt ™,

4. In the “Multi-Domain Server Configuration” window, fill-out the Name, IP Address and, if available, the Domain
Management Server IPv4 Address Range values:

Multi-Domain Server Configuration ? X

General Licenses Addtional Information

MName: | MDSM-TX | Resolve from name
1Pv4 Address: | 10.10.10.21 |
Domain Management Server |1u_1u_1u.31 | . |1u.1u.1u.39 |

IPv4 Address Bange:

|Pv6 Address: | |

Domain Management Server |_ |
IPvE Address Bange:

Type: I

Secure Intemal Communication

@mﬂcﬁmﬂl DN: | |

&
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5. Click on “Communication...”, in “Activation Key:” fields, fill-out the SIC Activation Keys that were defined for all

other than Primary MDS Gaia objects, during initial installation and configuration phase. Click “Initialize”:

Communication ? >,

The activation key you specify here must also be used when you run
‘mdsconfig’ an the Multi-Domain Server machine.

Activation Key: |o...oooo

Confimn Activation Key- |oooooooo|

Trust state: |Unin'rtia|ized

Check SIC Status Reset

Close

6. If routing between Primary MDS and the rest of the MDSM members configured correctly, the “Trust State” will
change from “Uninitialized” to “Trust established”. Click “Close”:

Communication 7 x

The activation key you specify here must also be used when you run
‘mdsconfig” on the Multi-Domain Server machine.

Activation Key: Ty
Confim Activation Key: ssssssss

7. The “DN:” field value is now populated:

33| Page

Trust state: |Tm5t established ||
Initizlize Check SIC Status Bezet
Close
Multi-Dormain Server Configuration
General  Licenses  Addtional Information
Name: | MDSM-TX | Resolve from name
1Pvé Address: | 10.10.10.21 |
Domain Management Server |11}_1D_11}_8‘I | - |1D.11].1D.39 |

|Pw4 Address Range:

|Pv6 Address: | |

Domain Management Server | |_ |

|Pw6 Address Range:

Type: I

Secure Intemal Communication

E.ammunication,_,i DN: |CN=Cp_n'|gmt_M DSM-TX 0=MDSM-VA. fdobtc

Cancel

Vliadimir Yakovlev
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8. Click on “Additional Information” tab of the “Multi-Domain Server Configuration” window and change the
refresh value to 60 seconds, otherwise, especially during initial configuration phase, you’ll have to wait for five
minutes to see the status changes manifested in the Domain Management console. Click “OK”:

Multi-Domain Server Configuration ? ket
General Licenses Additional Information

Status Checking Interval

Set to: 50 *|  seconds

Smartlog

Enable SmartLog

Cancl

9. Click “Yes” to initially synchronize the newly defined Multi-Domain Server:

Check Point SmartDomain Manager

Server 'MDSM-TX', so you can start using it immediately, Alternatively,
you can initially synchronize it at a later time through the SmartDomain
Manager from the High Availability view.

Would you like to initially synchronize 'MDSM-TX' now?

o It is now recommended that you initially synchronize the Multi-Dormain

] w

10. After initial synchronization is complete, you will see a pop-up “Status Report” window. Click “Close” to

acknowledge:

Action Status Description
'@' Synchronizing "MDSM-TX. Synchronization was completed successfully.

&
Intelligence
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11. Your Smart Domain Management console now displays two Domain Management servers as “Started” and
“active”:

10.10.10.11 - Check Point SmartDomain Manager - O x

File View Manage Help

E Check Point
£ Lo - cul ¢ SmartDomain Manager:
q v ] igh G Y)
General e e £ Administrators IE Availability s Clients [l % SmartUpdate Compliance
< . .
29 Dormain Corterts Multi-Domain Server Contents @
@24 Multi-Domain Server Conterts Mutti-Domain Server Contents IPv4 Address IPv6 Address Domain Status Active/Standby ~ SmartLog S
N Objects - ummary
-u- = Mutti-Domain Security Management
- MDSM-VA 10101011 N/A @Startad active active 2 Multi-Domain Servers
By Smarttog? -8 MDSM-TX 10.10.10.21 N/A @ Started standby active 0 Domain Management Server
0 Domain Log Server
1 Administrator
2 GUI Clients
< >
< >
For Help, press F1 10.10.10.11 admin  Multi-Domain Superuser

12. Repeat steps from [1] to [11] adding the rest of the Multi-Domain Servers and Multi-Domain Log Servers to your
topology.

13. Repeat steps [7] and [8] for you Primary MDS and the rest of the servers you have added to your topology to
improve status monitoring refresh rate.

Keep at it until all your Multi-Domain members are “Started” and “active”:

10.10.10.11 - Check Point SmartDomain Manager - m] X

File ¥iew Manage Help

=-| Me oW | » m |5 X EChE:LFain{:

P Ve ; £~ - T TE SmartDomain Manager
a EF Vers Elades Wi l@ High . GUl {u ~ -~
General e = Updates === Administrators L Availability s Clients ® ¥ SmartUpdate ompliance
< . .
29 Domain Corterts Multi-Domain Server Contents @
9 Mutti-Domain Server Contents Multi-Domain Server Contents IPv4 Address IPv6 Address Domain Status Active/Standby ~ SmartLog Summary
L Network Objects B- Mutti-Domain Security Management
29 MDSM-VA 10,1070 N/A @ Stated active active 4 Multi-Domain Servers
E SmartLo-g' -l MDSM-TX 10100021 N/A @Startad standby ad?va 0 Domain Management Server
-0 MDLS-VA 10.10.10.12 N/A @Started Mot Applicable active 0 Domain Log Server
- E) MDLS-TX 10.10.10.22 N/A @ Started Nat Applicable active 1 Administrator
2 GUI Clients
< >
< >
For Help, press F1 10.10.10.11 admin  Multi-Domain Superuser

Note that the Multi-Domain Log Servers will be recognized as such and are represented by different icons.

‘?,\‘1
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Creating Domains

If you are building new domain from a scratch, continue reading this page.
If you are importing objects and rules exported from existing domain, go to Page # 67

Note:

1. Inthe SmartDomain Manager’s “General” tab, click on the “Domain Contents”
2. Right-click on “Multi-Domain Security Management”.
3. Click on “New Domain...”.

ﬁ% 10.10.10.11 - Check Point SmartDomain Manager

i . W,
[ High s GUI
l@ Availability e Clients -

& Administratars

Domain Contents

More

IPv6 Address  Mutti-Domain Server  Status

IPv4 Address

<
__‘a Domain Contents
™ Mutti-Domain Server ents

. Network Objects

Domain Contents

ity Management

Active/Standby ~ Global Name

& Smar‘tLoga Expand All
Collapse All
Expand To Level...
< >
Done 10.10.10.11 admin  Multi-Domain Superuser

E Check Point
SmartDomain Manager:

SmartLog

4. Leave the “Simplified Domain Creation (recommended) radio-button selection in pace and click “Next”:

Add Domain ? X

&

Add Domain
Canfigure D omain Creation Mode

®
(0) Customized Domain Creation, Configure the Following:

Domain Propeties
Global Policy
Administrators

ersion & Blade Updates

0 Don't Show Again. Remember settings for next time.
{To change the settings go to Multi-Domain Security Management Properties)

< Back
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5. Enter your new domain’s name and click “Next”:

Add Domain 7 >

Domain General Definitions
Define Domain name

Domain Name: Domain-1-VA

< Back Mead = Cancel

6. Inthe “Domain Assigned GUI Clients” window, select either “AnyHost” object or create a “New GUI Client”,
select it in the “Not Assigned:” section on the left and click “Add >” to move it into “Assigned:” section on the
right. Click “Next”:

Add Domain ? b4

Domain Assigned GUI Clients

Agzign GUI Clients ta Domain,
Mot Assigned: Azsigned:
B PrimaryAdminStation B AnyHost

Add >
< Remove
MNew GUI Client....
< Back Mext = Cancel
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7. Inthe “Add Domain” window:
i. Using drop-down menu, select target Multi-Domain Server.

ii. Assign new name for your Domain Management Server (DMS).

iii. Assign IP address manually.
Alternatively, you may chose to “Get IP Addresses...” option to get the value from either pre-
defined range or, if the static DNS entry was created in advance and, the DNS server hosting it, is

reachable from your MDS and Management station, resolve it by name.

Verify that the “Create Empty Domain Management Server” radio-button is selected and click “Next”:

Add Domain ? x
First Domain Management Server
Define Domain Management Server properties and licenzes
Mutti-Domain Server: | el MDSM-VA w | o
Name: e |DMS—1 VA |
1Pv4 Address: |‘|".].1".].‘I".].?1 Get IP Addresses... e
1Pv6 Address: | |
Licenses
IP Address Expiration Date  SKU./Features
Add License... Delete License
You can get new licenses from the Check Point User Center at:
https://usercenter.checkpoint.com
Impart Options
| (®) Create Empty Domain Management Server
(O Import Data Impart From...
< Back Mext > Cancel

8. On “Domain Definition Completed” window, click “Finish”

9. Answer “Yes” when prompted “Do you want to start the selected Domain Management Server?”

0 Do you want to start the selected Domain Management Server?

MNote:

If you plan to import data from an existing Security Management, do
not start the selected Domain Management Server until the import
process is completed.

T ne

Note: if you have created this domain in error, intending to restore data from “migrate export”, click “No”.

&
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10. After a brief pause, your new domain is created. Click [+] to the left of the new domain name and in expanded
view see the newly created Doman Management Server. After a while, the hour glass icon in the “Status” of
new DMS will change to the green “Started” indicator:

10.10.10.11 - Check Point SmartDomain Manager - O X

File View Manage Help

= -] -z e 3 B S R Check Point
E SI . w SmartDomain Manager
e Global E Version & Elades LA‘ 'I" High e GUI
General “ 4L} Policies F“.; Updates == Administrators -_-3 Availability - Clients More ™
$° Dormain Corterts Domain Contents ()
9 Multi-Domain Server Contents Domain Conterts IPv4 Address IPv6 Address  Multi-Domain Server Status Active/Standby ~ Global Name SmartLog
. Network Objects E|-- Mutti-Domain Security Management
Er Domain-1-VA
E SmartLog' .. B8 DMS-1-VA 10.10.10.71 N/A MDSM-VA @ Started active inactive
< >
Done 10.10.10.11 admin  Multi-Domain Superuser B
E2
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Connecting to Domain Management Server

1. From SmartDomain Manager’s “General/Domain Contents” view, expand the domain by clicking on [+].
2. Right-click on the DMS object.
3. Click on “Launch Application”.
4. Click on “Smart Dashboard”.
10.10.10.21 - Check Point SmartDomain Manager = O X

File View Manage Help

= -| = Fo N RE 0 N N EChecanin&
Global =, Version & Blades £ High = Shusslriznln) Lsnser
& General L3 Policies EFB-' Updates ﬁ‘: Administrators l@ _ﬁ.\-‘gilabilit)r - Clients Mare ™
[ DoranComens | ¢ Domain Contents @
29 Multi-Domain Server Lontents Domain Contents IPv4 Address IPv6 Address  Multi-Domain Server  Status Active/Standby ~ Global Name SmartLog
-!- Network Objects E|-- Multi-Demain Securty Management
[E}&° Domain-2-VA
E SmartLog® . Qonfigure Domain Management Server... i naljve
inactive
DLS-2-VA 10 Delete Domain Management Server active
DLS-2TX 1 Import Domain Management Server... active
Start Domain Management Server
Stop Domnain Management Server
ISmartQashboard | Ctrl+Shift+D Launch Application Ia |
SmartView Tracker Ctrl+5Shift+T
SmartView Monitor Ctrl+Shift+M
SmartProvisioning Ctrl+Shift+P
SmartUpdate Ctrl+Shift+U
SmartLog Ctrl+Shift+L
SmartDashboard (Read Only) Ctrl+Shift+ 0
< >
Done 10.10.10.21 admin  Multi-Domain Superuser

5. During first time logon, you will be prompted with verification of MDS’ certificate’s fingerprint. Since this
connection is being launched from the parent MDS window, it is safe to click “Approve”.

Check Point

SmartDashboard”®

R77.30

| Server: 10.10.10.72]

DOLL DUKE LESK CLAY LUKE CAP NEE
WHO PUG BLOB COP OAF

To be absolutely sure that no oneis

imp ing your management, compare.
the Fingerprint in the Configuration Tool on
the server, to this Fingerprint. )

Do you approve this Fingerprint as valid?

2=

|
!

6. Smart Dashboard opens. Expand the “Check Point” folder in the “Network Objects” to see the DMS object:
&
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R DMs-2-VA

B BmCEA

Application &
2L Filtering

é} Track Logs®
@ Analyze & Report

Network Objects
v [ Check Point
BB DMS-2-VA

| = Modes
> |4 Networks

[T@ Groups
> [ﬁ Address Ranges
> |4 Dynamic Objects

- Check Point SmartDashboard R77.30 - Standard

O Install Policy 5. SmartConsole -

Threat
Preven

.]- Data Loss

Prevention

'-, IPS

Overview

World's most proven Firewall solution, featuring the most adaptive and intelligent inspection technology.

My Organization Top Gateways

No Security Gateways

IP Address

Version

Paolicy
Package

Loading...

Check Point
SmartDashboard

Select Gateway:

No Data Available

Network Activity X

. Accepted

. Dropped

0 rules in policy

@ 0
OOZE

Policy Information X

@ 0 Accept Rules
@ 0 Drop  Rules
@ 0 Reject Rules

@ 0 rules are

expired

rules are

disabled

rules have

ro hits

8 Objects List Identity Awareness E SmartWorkflow

10.10.10.72 White Mode
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7. Double click the DMS object to open its properties. Click on “Get” next to “Unknown OS”:

Check Point Host - DMS-2-\

eneral Propeties Check Point Host - General Properties

AT Machine

- Logs Mame: [DMS-2VA

co

IPv4 Address: (10.10.10.72 Besolve from Name

Comment: |Doma\n Management Server

Secure Intemal Communication

Communication.. | Cerificate State: |Trust established

Test SIC Status...

Platform
Hardware: | Cther Version: | R77.30

Software Blades

Management {3}

Metwork Policy Management [ User Directary

Secondary Server Provisioning
[[] Endpoirt Policy Management SmartReporter
Loaging & Status SmartEvent
. SmartEvent
Idertity Awareness Server
Moritorin SmartEvent
o ¢ Comelation Unit
Management Portal SmartEvent Intro
[ workdlow [ Compliance

Network Securty Blades: | SG103 ~ Managemert Blades: SM1003

Event Correlation

Centralized, realtime, security event
corelation and management for Check
Point and 3rd party devices

Mare Infa A

o | o]

8. When you see the notification that the OS version was changed to Gaia, click “Yes”:

42 |Page

Check Point SmartDashboard

Cancelling will discard this change.

Do you want to continue?

05 version was automatically changed from Unknown 05 to Gaia,

Vliadimir Yakovlev
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9. Click “OK”:

Check Point Host - DM5-2-VA

eral Properties

Machine

Check Point Host - General Properties

Name: [DMS-2vA

IPv4 Address: |10.10.10.72

| Color: |[l Black ~

Resolve from Name

IPV6 Address: |

Comment: | Domain Management Server

Secure Intemal Communication

Platform

Communication..  Cerificate State: |Trust established

Hardware: | Gther

Software Blades

Management (3)

Metwork Policy Management
Secondary Server
[ Endpoirt Policy Management
Logging & Status
[ Idertity Awareness
[ Moritoring
Management Portal

) Wordlow

[ User Directory
Provisioning
Smart Reporter

SmartEvent

SmartEvent
Server

SmartEvent
Comelation Unit
Smart Event Intro
[ Compliance

Test SIC Status...
Version: R77.30 05: |Gaia ~ Get
Metwork Security Blades: | 5G103 w Management Blades:  SM1003 w

User Directory

Leverage LDAP-based user information
stores, eliminating the risks associated
with manually maintaining and
gunchronizing redundant data stores.

Mare Info i

10. Now save the configuration by either clicking on “Save” icon at the top-left section of the menu bar, or by

pressing “Ctrl + S”. If you attempt to exit a dashboard without saving configuration changes, you will see

following prompt. Click “Yes” to save changes and exit SmartDashboard.

43 |Page

Check Point SmartDashboard

Do you want to save changes?

One or more certificate(s) have been created for this user/node.
If you do not save your changes your database may become unstable.

]

Cancel

Vliadimir Yakovlev
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Configuring Domain Management High Availability

1. In SmartDomain Manager, click to select domain.
2. Right-click on selected domain.
3. Click on “Add Domain Management Server...”

10.10.10.11 - Check Point SmartDomain Manager - O *
File View Manage Help
BN & N O" s AN EChecanint
' Global P, Version & Blad £ Ligh o cul SmartDomain Manager
~f  Globa q Version & Blades igh G
& General h{} Policies EFﬁ Updates & Administrators IE Availability - Clients More ™
P .
T Doman Conets | Domain Contents ®
29 Mutti-Domain Server Contents Domain Contents IPv4 Address IPv6 Address  Multi-Domain Server  Status Active/Standby ~ Global Name SmartLog
-E- Network Objects E|-- Mutti-Domain Security Management
=B e | Domain-2-VA
2 Configure Domain... A @ Started active inactive
E Smartlog .
Delete Domain
| I&danmain Managen'ventSewet...l 3
[ Add Domain Log Server...
£ >
Done 10.10.10.11 admin  Multi-Domain Superuser

4. Select target MDS, enter the name of the DMS you are creating and either assign the IP address manually, or
chose to “Get IP Addresses...” option if you have range or static DNS entry already defined. Click “OK”:

Add Domain Management Server to Domain 'Domain-2-YA' ? x
Multi-Comain Server: | A MDSM-TX v| o
Name: e [DMs-2TX |
IPv4 Address: [10.10.10.81 | Get IP Addresses... | o
IPvE Address: | |
Licenses
IP Address BExpiration Date  SKLU/Features

Dotte Liers

You can get new licenses from the Check Point User Center at:

https://usercenter.checkpoint.com

oK || Ccancel

&
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5. Click “OK” when prompted with notification that the “Creation of a second Domain Management Server will
automatically start both management servers”:

Check Point SmartDomain Manager *

Creation of a second Domain Management Server will autormatically
start both management servers.

6. Your secondary server is created and, after a while shown as “Started” and “standby” in the Domain Contents of
the SmartDomain Manager:

10.,10.10.11 - Check Point SmartDomain Manager - o X

File View Manage Help

= - IR TR - 3 RIS AP ECheckFuinﬁ:

5 SOl ) w SmartDomain Manager
-r  Global B Version & Blades WA i High s  GUl
General £ Policies F"'.; Updates 222 Administrators @ Availability = Clients More ™
¢ .
29 Dormain Corterts Domain Contents @
29 Mutti-Domain Server Contents Domain Contents IPv4 Address IPv6 Address  Multi-Domain Server Status Active/Standby ~ Global Name SmartLog
[ Network Objects =-fE Mutti-Domain Security Management
=-F° Domain-2-VA
ES tloa® [ BB DMS-2-VA 10.10.10.72 N/A MDSM-VA @Started active inactive
ma :
=L L. BE DMS-2-TX 10.10.10.81 N/A MDSM-TX @Started standby inactive
< >
Done 10.10.10.11 admin  Multi-Domain Superuser B
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Configuring Domain Log Servers

1. Inthe SmartDomain Manager’s “Domain Contents” window pane, right click the domain object and click “Add
Domain Log Server...":

ﬁ 10.10.10.11 - Check Point SmartDomain Manager

File View Manage Help

El % @& 80w e 5 AN

E Check Point
SmartDomain Manager:

& General ,_f{; I.-E:lll?irrjiaels =E‘j Illjlepr;!:{gsﬂ BIadEs g& Administrators i@ .:\Irgi"llabilinr 'ﬁ- EILflrzlruts Mare ~
¢ Domain Contents (?)
&9 Multi-Comain Server ents Domain Contents IPv4 Address IPv6 Address  Multi-Domain Server Status Active/Standby  Global Name SmartLog
L. Network Objects =B Mutti-Domain Security Management
main-2-VA . .
E SmartLog? e -2- Configure Do.maln... MDSM-VA @ Started active inactive
... BB DMS-2-TX Delete Domain MDSM-TX @ Started standby inactive

Add Domain Management Server...

IA.dd Domain Log Sewer...g

Done

10.10.10.11 admin  Multi-Domain Superuser

2. Select Multi-Domain Log Server where your Domain Log Server will reside from the drop-down box. Assign name
to the Domain Log Server and either assign IP address manually, or chose “Get IP Addresses...” option to get IP
from the pre-assigned range or pre-defined static DNS entry:

Add Domain Log Server to Domain 'Domain-2-VA' ? x
Multi-Domain Server: | i MDLS-VA v‘ o
Mame: e | DLS-2-VA |
Pvé Address:  [1010.1031 |[Get 1P Addresses._| e
IPv6 Address: [ |
Licenses
IF Address Expiration Date  SKL/Features

Dot Loare

You can get new licenses from the Check Point User Center at:

https:/fusercenter.checkpoint.com

0K || Cancel

@
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3. Note the instructions for the installation of the database requirements. We will have to follow those after all of
our Domain Log Servers are defined:

4. Proceed with creation of the additional Domain Log Servers by repeating previously described procedures:

Check Point SmartDomain Manager

Mote: To start logging to the Domain Log Server
you will need to perform ‘install database’ on the Domain Log Server,

This action is done within a SmantDashboard connected to the Domain
Managerment Server of this Domain Log Server,

Add Domain Log Server to Domain 'Domain-2-VA' ? >

Mutti-Domain Server: | BZ MDLS-TX w | o

MName: |D|_5-2-T)( |

IPv4 Address: |1u.1u.1u.41 Get IP Addresses... e

IPv6 Address: | |

Licenses

|P Address Expiration Date  SKU/Festures
Add License... Delete License

You can get new licenses from the Check Point User Center at:

https://usercenter.checkpoint.com

Cancel

5. Same notification about the installation of database requirements will be displayed after each new log server

object is defined:

47 |Page

Check Point SmartDormain Manager

Mote: To start logging to the Domain Log Server
you will need to perform 'install database’ on the Domain Log Server.

This action is done within a SmartDashboard connected to the Domain
Management Server of this Domain Log Server.

Vliadimir Yakovlev
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6. Select primary DMS for this domain, right-click and click on “Launch SmartDashboard”.

10.10.10.11 - Check Point SmartDomain Manager — O *
File View Manage Help
= -] e SN O R R E Check Point
= . ) w SmartDomain Manager:
:F_ Version & Blades Q £ High e GUl
General “ {3} Policies = Updates 2282 Administrators & Availability - Clients More ¥
¢ .
29 Domoin Corterts Domain Contents ®
&4 Multi-Domain Server Contents Domain Conterts IPv4 Address IPv6 Address  Multi-Domain Server Status Active/Standby ~ Global Name Smartlog
L. Network Objects E|-- Multi-Domain Security Management
.2 Domain-2-VA
2 6 aranm blis MOSALL @ Started active inactive
E Smartlog® G ] Configure Domain Management Server.., @ Started standby inactive
Delete Domain Management Server
Import Domain Management Server...
Start Domain Management Server
Stop Domain Management Server
e SmartDashboard | Ctrl+Shift+D Launch Application |E
SmartView Tracker Ctrl+Shift+T
SmartView Monitor Ctrl+ Shift+ M
SmartProvisioning Ctrl+Shift+P
SmartUpdate Ctrl+Shift+U
SmartLog Ctrl+Shift+L
< SmartDashboard (Read Only) Ctrl+Shift+ 0
Done 10.10.10.11 admin  Multi-Domain Superuser

7. Once SmartDashboard opens, expand “Check Point” object folder.

8. Double-click on each newly created object and perform “Get” to update OS version from Unknown to Gaia and
close object’s properties window.

9. Click on the icon located in the top-left corner, click on “Policy” and “Install Database”:

E DMS-2-VA - Check Point SmartDashboard R77.30 - Standard

ER BEECE A O Install Policy %, SmartConsole

pplication & ke Data Loss : Threat Anti-Span
Edit RL Filtering - Prevention F’ IPS Prevention "'Ii & Mail
. ¢ .
View ' Overview
Manage 4 \ . . . . .
World's most proven Firewall solution, featuring the most adaptive and intell
Rules 4
SmartWorkflow L4 Install...
Search v View... urity Gateways
Help 3 Access Lists...
[EE SFEEE | IP Address Version
Policy Package Installation Targets...
View Policy of...
Convert to 4
Uninstall...

Policy Installation Status...

Management High Availability...

Global Properties...

WM
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10. Database installation targets window will be displayed with “Install Database on:” object already selected. Click
IIOKII:

Install Database b

Install Database on:
[¥]E8 DLs-2-Tx
[V]1E8 DLs-2-va
[¥] BB DMs-2-TX
(V] BB Dms-2-va

Clear Al Select All

Cocel | [ bl

11. Monitor database installation progress. Verify that it succeeded and click “Close”:

Management Database installed successfully on DLS-2-TX...

Management Database installation complete
Management Database installation succeeded for:
DLS-2-VA DLS-2-TX

Installing Databases on: DLS-2-TX DLS-2-VA
Database installed successfully on DLS-2-VA...
Database installed successfully on DLS-2-TX. .

Database ingtallation complete
Database ingtallation succeeded for:
DLS-2-VA DLS-2-TX

Abort Cloze

Py
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Enabling SmartLog in the domain contents

1. Inthe SmartDashboard, expand Check Point object folder and double-click on one of the previously defined log
servers:

L SaBaBf

|
Network Objects

v @ Check Point
E8 DLS-2-TX Select Gate
B8 DLS-2-VA
BB DMS-2-TX
BB DMS-2-VA
= Modes
» | & Networks
[ Groups
» | @ Address Ranges
» |4 Dynamic Objects

& Objects List

Save completed successfully!

2. Inthe Check Point Host window, click on “Logs” item in the properties tree on the left and check the box “Enable
SmartLog”. Click “OK”:

Check Point Host - DLS-2-YA

*

i General Properties Logs
i Topology

Enable SmartLog

H The SmartLog uses more storage to provide fast log queries
‘... Addtional Logging

(- Other Mo gateways have configured this machine as theirlog server
Tipe fo Search {items Q| View...
Gateway IF Address Comments Type
| — L ——— I e N [
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3. Go to SmartDomain, see SmartLog being shown as “active”:

10.10.10.11 - Check Point SmartDomain Manager - m} X
- View Manage Help
= -] B mh 5 oW > CheckPoint
. o = T SmartDomain Manager
1 1 z i Hiah GUI C) -
General g e g p e = Administrators »3‘ Availability Clients p @ SmartUpdate = Compliance
< .
29 Doman Corterte Domain Contents (@)
4 Multi-Domain Server Contents Domain Corterts IPv4 Address IPv6 Address  Multi-Domain Server Status Active/Standby ~ Global Name SmartLog
i utti-Domain Security Management
. Network Objects Multi-D 5 M:
= 3" Domain-2-VA
B SmartLog* BB DMS-2-vA 10.10.10.72 N/A MDSM-VA (D Started active inactive
A BB DMS2TX 10.10.10.87 NAA MDSM-TX inactive
n MDLS 1
10.10.10.41 inactive
< >
Done 10.10.10.11 admin  Multi-Domain Superuser

4. Repeat the same procedure for other log server object that you would like to enable the SmartLog on.

5. Install database.

10.10.10.11 - Check Point SmartDomain Manager — m} X
- View Manage Help
= -] B omh o i | Check Point
- = = T SmartDomain Manager:
' i h GUI C) -
General P 5 - ] p e = Administrators -3‘ A Clients g @ SmartUpdate Compliance
< .
e Domain Contents (@)
9 Mutti-Domain Server Contents Domain Corterts IPv4 Address IPvE Address  Multi-Domain Server Status Active/Standby ~ Global Name SmartLog
L Network Objects E|-- Multi-Domain Security Management
E|3" Domain-2-VA
& SmartLog? \EB DMS-2VA 10.10.10.72 N/A MDSM-VA @ Stated  active inactive
8 10.10.10.81 N/A MDSM-TX @ Started standby inactive
10.10.00.31 N/A MDLS-VA @ Started active
10.10.10.41 N/A MDLS-TX @ Started active
£ >
Done 10.10.10.11 admin  Multi-Domain Superuser

Now, both Domain Log Servers have SmartLog activated.

22

51|Page Viadimir Yakovlev Higher Intelligence



Configuring VSX HA Clusters

1. Open SmartDashboard for the Domain Management Server that will be managing your VSX Cluster(s).

2. Inthe “Network Objects”, right-click on “Check Point” folder, click on “VSX” and click on “Cluster...”:

3. If you are prompted with request to save current configuration before proceeding, click “Yes”:
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eaB i 6
Network Objects
v [0 Check Point
B8 DLS-2-TX Check Point
EE DLS-2-va Delete
BB DMS-2-TX
HE DMS-2-vn Yoo
= Nodes Gateway...
> | & Metworks Cluster... o
= Groups
5 | Address R Virtual Systern...
» | Dynamic C Virtual Router...

Virtual Switch...

Security Gateway/Management...

Security Cluster >
Host...

= @
Mare b

Save completed successfully!

8 Objects List Identity Awareness Smartw

The current database and policies need to be saved
before the new V5X Cluster configuration can be applied.
Do you want to save and apply the new configuration?

N
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4. Enter the new cluster’s name, virtual IP address of the cluster object, and, in the drop-down menu, chose “Check
Point SecurePlatform (ClusterXL)” option and click “Next”:

5. Unless you have a compelling reason to do otherwise, choose the “Custom Configuration” option on the

W5X Cluster Wizard

VSX Cluster General Properties
Specify the object's basic settings

Erterthe VSX Cluster Name:

Erterthe VSX Cluster |Pvd Address:

Enterthe VSX Cluster IPvE Address:

Select the VSX Cluster Version:

Select the VSX Cluster Platform:

[rsxxcva | 0 |
|1u.1u.1u.5ﬂ | a |
| |

R77.30 ~

Check Point SecurePlatform (ClusterX] o

Check Point SecurePl o
CRECK Foimnt CIoster A

Crossbeam Systems

Check Point IPSC VRRP

< Back Mesd = Cancel

Help

bottom, as it allows for maximum flexibility and click “Next”:
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VSX Cluster Wizard

Virtual Systems Creation Templates

Select the Creation Template most suitable to vour VS deplayrmant

Shared Interface

() All Virtual Systems created will share a single extemal interface and have a

separate intemal interface

Separate Intefaces
(O Each Virtual System created will have its own separate extemal and intemal intefaces

Custom Configurstion

E_\‘

@_)I_Zreate ary configuration of Vitual Systems, Virtual Routers, Virtual Switches

iand Interfaces

< Back Meat = Cancel

Help
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6. Click “Add” to populate “VSX Cluster Members” table:

V3K Cluster Wizard X
VSX Cluster Members
Define the members of this WS Cluster
Name IPv4 Address IPvE Address Trust State
Add.. Edit. .. Bemove
< Back Next > Cancel Help

7. Fill-out name of the node, its’ management interface IP address, enter and verify SIC “Activation Key” that was
defined during original installation and configuration of the VSX Cluster Candidate appliance and click
“Initialize”:

Member Properties #

Cluster Member Name: [vsxiava | n
Cluster Member IPv4 Address: [ooins | e |

Cluster Member IPv6 Address: | |

Secure Intemal Communication

Activation Key: |........ |
Confirm Activation Key: |oooooooo e |
Trust State: |Unin'rtialized |
o Check SIC Stalus Reset
oK Cancel Help

iz R
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8. If connectivity between Domain Management Server and the VSX Cluster Member’s management interface
working properly, you should see the “Trust State:” field changing to “Trust Established”. Click “OK":

Member Properties X
Cluster Member Mame: VSX-1AVA
Cluster Member IPv4 Address: |1u.1u.1u.51 |

Cluster Member |Pv& Address: | |

Secure Intemal Communication

Activation Key: T
Confirm Activation Key: LTI T
Trust State: | Trust estabished
Initialize Reset
oK Cancel Help

9. Repeat process for the other Cluster Candidate appliance. You should now see both VSX Cluster Members, their
IP addresses and the “Trust State” column should show “communicating”. Click “Next”:

VEX Cluster Wizard 4
VSX Cluster Members

Define the members of this W52 Cluster

Name IPv4 Address IPv5 Address  Trust State

WESH-1ANVA 10.10.10.51 communicating

WEX-1B-VA 10.10.10.52 communicating

Add... Edit... Bemove
< Back Mext > Cancel Help

70
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10. Choose the interfaces that are going to carry multi-VLAN traffic and become trunk members. Unless there are
compelling reasons to do so, leave Management and Sync interfaces as dedicated hardware or bonds. Click

“Next”:

VSX Cluster Wizard

V5X Cluster Interfaces
Physzical Interfaces Usage

Select the Interffaces you want to use as a VLAN Trunk:

Note: WLAN settings can be modified |ater by editing the V5X object.

Physical Interfaces WLAN Trunk
[ 500 - Maragement Interface O | || Dedicated Management interface |
eth
O | Dedicated Sync interface |
oh3
sthd

« Back MNext = Cancel

Help

11. From the drop-down menu, chose interface for the Sync Network. Assign IPs and subnet masks. Click “Next”:

56 |Page

V5X Cluster Wizard

VSX Cluster Members
Synchronization Metwork,

X

Select the interface that will be used for state synchronization:

[etn2 - o

Enter the IP address and network mask for the selected interface on each of the cluster members:

Members Interface IP Interface Met Mask
VSH-TAVA 172.16.254 1 255 255 255 248 o
NSX-1B-VA 172.16.254.2 255255255248 | i o
< Back Mext > Cancel Help
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12. Note the warning about making a management interface to be shared. If you have elected to keep it dedicated,
skip this window by clicking “Next”:

VS Cluster Wizard

Virtual Network Device Configuration
Specify the object's basic settings

Select the Virual Network Device type: Virtwal Switch
The Virtual Network Device name is set to:
Select the shared physical interface:

IPvd
Define an |Pv4 Address for your Vitual Device:

Define the Virtual Device Net Mask:
Define the Vitual Device Default IPv4 Gateway {optional).

IPvE

Define an |Pv6 Address for your Vitual Device:

Define the Vitual Device Default IPvE Gateway {optional):

Select the management interface as a shared physical interface if you wish to manage the
i VPN-1Power VSX Cluster via this Vitual Network Device. Your selection will be imeversible
== once you complete the wizard.

< Back Next = Cancel

Help

13. Now is the good time to define the default security policy for the management access to the VSX Cluster object
itself. Note that this policy will not be applied to any of the virtual systems hosted by this cluster. Best practice,
at this point, is to use “ New Source Object...” to define Management Hosts and/or networks that should be
permitted to access the cluster object with protocols listed, create a simple group object, add management
hosts and networks to it and select it in via drop-down menu in each rule. Do not forget to enable select rules
by selecting check-box options on the left. Click “Next” when you are done:
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WSX Cluster Wizard

V5X Cluster Management
Specify the management access les

Define policy rules for VSX gateway

Mo, Source Destination Service Action
1 B SecMgmt VSXCHL-1VA  uoe snmp D accept
2 W SecMgmt VSXCXL-1VA  Tee ssh D accept
3 EE secMgmt VSXCXL-1-VA - icte echo-request @ accept
o O 4 [& Any w|  VSXCKL-1-VA % echo-requestﬁ@ accept
5 B SecMgmt E VSXCHL-1VA Tk https @ accept
6 [& Any Any Any @ drop

1=

| ew Source Object... o

Firewall Policy "VSXCXL-1-VA_VSX wil be automatically generated out of
these settings, and will be installed on this VSX Cluster.

Mote: This Policy is relevant for WSX Cluster’s access only, and will not affect
Virtual Systems' individual Policies.

= Back Mext > Cancel

Help
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14. If you are getting a warning about Service(s) with sources set to ‘Any’, verify that you rpolicy configured

correctly- as you can see, even if the rules with ‘Any’ in sources are not enabled, you are still being prompted
with the warning. If the policy is correctly defined, click “Yes”.

VSX Cluster Management
Specify the management access nules

Define policy rules for VSX gateway

Mo,  Source Destination Service Action
1 B SecMgmt ¥ VSXCXL-1-VA - uoe snmp @ accept
2 B SecMgmt w| VSXCXLAVA T ssh ) accept
3 B Secmgmt - VEXCXL-T-VA - icre echo-request @ accept
] 4 & Any i VSNCHL-1-VA % echo-requestﬁ@ accept
5 T SecMgmt |  VSKOXL-1-VA Tee hitps ) accept
6 & Any Any Any @ drop
Mew Source Object... Check Point SmartDashboard

Firewall Policy "VSXCXL-1-VA_M

these ssttings. and wil be install You have allowed Service(s) with Source set to "Any".
It is recommended to use a specific source rather than "Any'.

Note: This Policy is relevant for
Virtual Systems' individual Polici

Are you sure you want to continue?

Click “Finish” to finalize VSX Cluster Configuration.

= Back Mesd =

Cancel

Help

15. Finalization process takes some time and, when completed, you should see the Cluster Creation Summary:

Cperation Progress

N
[ | Operation completed successfully.

iew Beport...

VSX Cluster Creation Summary

You have finished configuring a new VSX Cluster.
Click the Finish’ button to initiste the creation process.

[] Upon closing this wizard, launch new Vitual System wizard

< Back Close

Cancel

Help
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16. Click “Close”. You should now see the VSX Cluster object in the Check Point folder of the Network Objects list:

%aaB e o
Network Objects

w |0 Check Point
ER DLS-2-TX
EF DLS-2-VA
BB DMS-2-TX
BB DMS-2-VA
| = vsxax1va |
= Nodes
2 Networks
= Groups

o Address Ranges
# Dynamic Objects

WOW W W W

8 Objects List
For Help, press F1

17. Double click the newly created VSX Cluster object and click on the “Cluster Members” item on the left. Examine

the “internal communication network properties. Do not change its value unless warranted:
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WSX Cluster Properties - VSXCXL-1-VA

- General Properties Cluster Members
- ClusterXL Gateway Cluster members List:
- Creation Templates
- Physical Interffaces Name IPvd Address  |PvE Address
- Synchronization = VSK1AVA 10.10.10.51
- Topology = VSX-1B-VA 10.10.10.52
- NAT
. IPS

- HTTPS Inspection
- HTTR/HTTPS Prosgy
(- Logs

- Fetch Policy

- Ciptimizations

- Hit Count

(- Other

Where used...

Cluster members Intemal communication network

IF addresses from the following network will be assigned to cluster
interfaces for intemal Y5X use and communication :

IP Address: 132.168.196.0

Met Mask: 255.255.252.0

Mote: No traffic from these IPs will be sent to the network, but the IPs
must not be used in your network.

Cancel
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18. Press “Ctrl + S” to save changed settings on your SmartDashboard. Install Database by pressing “Alt + P”, “d” and
clicking “OK” o the popup window with database Installation targets:

Install Database X

Install Database on:
[V]E8 pLs-2-1x
[V]E8 DLs-2-va
[V] BB DM5-2-TX
[V BB Dms-2-va

soea

| ok | | cameel | | Hep

19. Verify successful installation by scrolling through the report and click “Close”:

Install Database

Management Database installation complete A
Management Database installation succesded for:

DL5-2-WA DLS-2-TX

Installing Databases on: DLS-2-TX DLS-2-WVA DMS-2-TX DMS-2-WA

Database installed successfully on DMS-2-TX. .

Database installed successfully on DMS-2-VA..

Database installed successfulty on DLS-2-VA. .

Database installed successfully on DLS-2-TX...

Database installation complete
Database installation succeeded for:
DMS-2-TX DMS-2-WA DLS-2-WA DLS-2-TX

B3 10.10.10.72 - Check Point SmartView Monitor — m] ps
B =B T EeE=E0ORSE m Check Point
X SmartView: Monitor
All Gateways
< | All Gateways S EE - & x
] Custom
[=) [ Gateways Status
Firewalls Gateway Name IP Address Status Average CPU Active Vitusl Memory  Disk Free % Version
UTh-1 Edge ER DLS-2-TX 10100041 @ 0K 367 MB 52 R77.30
0, X:T“‘GS . 8 DLS-2VA 10.10.10.31 2 0K 365 MB 52 R77.30
ateways
B Traffic v BB DMS-2TX 10.10.10.81 @ oK QLD 0% | 375 MB 51 R77.30
B System Counters BB DMS-2-VA 10.10.10.72 & 0K @III[[I[D0% |401MB 49 R77.30
[ Tunnels E=:VSX—TA—VA 10.10.10.51 & 0K SLLLLLLLLIT% 413 MB 43 R77.30
£ Users D VSKABVA 10.10.10.52 & 0K @D 1% |415MB 43 R77.30
"] Cooperative Enforcement
= = C &
VSX-1A-VA
- 1P Address: 10.10.10.51
@a Version:  R77.30
i 0s: ‘Gaia Kernel Version: 2.6
Up Time: 39 minutes and 16 seconds
Systemn Information, Metwork Activity, Licenses
. Security Policy: VSXCXL-1-VA_VSX
@ Firewan Installed On:  Thu Mar 9 16:14:08 2017 © More...
Working mode: High Awvailability (Active Up)
o ClusterxL Member state: active © vore...
Ready

Y
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21. If you need to see the policy applied to the VSX Cluster, return to the SmartDashboard and press “Alt + F” and
“0”. In the Open Policy Package window, you will see the policy with the name in the format:
<VSX Cluster Name>_VSX”. Select it and click “Open”:

Open Policy Package X

Select Policy Package to Open

22. You should see and can modify and Install VSX Cluster policy from here:

E DMS-2-VA - Check Point SmartDashboard R7

VEHCAL-1-VA_VSX - O e

A B O nstall Policy 3.3 SmartConsole - E Check Point
tion & oo Antis Jor— = SmartDashboard:
lcation & Jata Loss Anti-Spam Mobile (s
- Firewall L Filtering o vention ) s & & O 1o " e" IPSecVPN @ Compliance
¢ H = - .
() Overview A POIle B BBl v 5= = | || Searchfor P, obyect. action. Q| Query Syntax @
Iﬂ] Policy
% NAT f Destination ( Install On
s
. Il (1D o 25 SecMgmt o VSNCNL-1-VA Any Traffic UDE snmp 1) accept - MNone = VSNCHL-1-VA
Lgalik & v 2 @D o w8 SecMgmt O E vSOKL1A Ay Traffic T ssh 1) accept - Mone T VSHCXL-1-VA
Network Objects 3 |@ID o 28 SecMgmt = VSNONL-1VA Any Traffic i echo-request (1) accept - MNone T VSHCXL-1-VA
v E Check Point ~
B8 DLS-2-TX i IID o Any :i=i: VSXCHL-1-VA Any Traffic % echo-requestt @ accept - Mone :iii=3 VSXCHL-1-VA
8 DLS-2-VA
BB DMS-2-TX 5 (@D 16 B8 SecMgmt ) VSKCNL-1-VA (& Any Traffic I https @ accept - None B VSXCHL-1-VA
DMS-2-VA
5;5 VSXCKL-1-VA 6 (ID o (& Any = VSHCHL-1VA  [E Any Traffic (& Any @ drop - MNone B VSXCHL-1-VA
B
> rg MNodes = B
> r;_ MNetworks
s [ Groups
N r-E‘ .uf.. e v | B Objects List Identity Awareness SmartWorkflow -~
For Help, press F1 10.10.10.72 Policy Installation Status Wite Mode
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Configuring Virtual Systems

1. From SmartDashboard, Network Objects tree, right click “Check Point”, click on “VSX” and click on “Virtual

System...”
5] aB & v
Network Objects
v @ Check Point o
E% DLS-5-Tx Check Point ¥ Security Gateway/Management...
R DLS-5-Va Delete Security Cluster »
BB DM5-5-TX ;
BE DMS-5-VA Pz
e 2 :
> | & Networks Cluster... More 3
[ Groups
& Address Ranges ©
» | Dynamic Objects Virtual Router...
Virtual Switch...

8" Objects List Identity Awareness SmartWorkflow

Save completed successfully!

2. Assign new Virtual System its name and choose the VSX Gateway / Cluster it will reside on:

Virtual System Wizard *

Virtual System General Properties
Define the obiect name and the hosting W5

Name: |vs-1 2VA |
VSX Gateway / Cluster: | £ VSXCXL-1-VA - |
[]Bridge Mode

Advanced

[ Ovenide Creation Template {Create Custom VS)

< Back Mext > Cancel Help

LR
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3. Click “Add” under the “Interfaces” section:

Wirtual System Wizard

Virtual System Network Configuration
Define Wirtual System Interfaces and Foutes

Interfaces
MName Leadsto |Pv4 Address Metwors Mask IPvE Address
Add... Edit.... Bemove
Main IP Address: w
Routes
Metwork Destination {|Pv4/1PvE)  Network Mask./Prefic  Gateway Interface

Edit. .. Remove MAT Addresses...

Add Default Route...

Next >

Cancel Help

4. Select physical interfaces or bonds, specify VLANS, if present, assign IP addresses and select checkbox

“Propagate route to adjacent Virtual Devices” if required:

s

e Propagate route to adjacent Vitual Devices (IPv4)

Add Interface
Interface: ethl i o
VLAN Tag: 101 z e
IPw4 Configurstion
P Address:  [192.168.100.10 |°
Net Maskc: [255.255.255.0 | o

IPw6& Configurstion

IPv6 Address:

[] Propagate mute to adiacent Vitual Devices {IPvE)

|/ []

Add Interface

vo

Interface: ethd
VLAN Tag: 301 = e

|Pv4 Configuration
IP Address: [033.10 |°
Net Mask: [255.265.255.0 | o

e Propagate route to adjacent Vitual Devices (IPv4)

IPv6 Configuration

/[ ]

[] Propagate mute to adjacent Vitual Devices (IPvE)

IPv§ Address:

DK

Cancel

Help

Cancel

Help
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Virtual System Wizard X
Virtual System Network Configuration
Diefine Yirtual System Interfaces and Routes
Interfaces
Name: Leads to IPv4 Address Network Mask IPv6 Address
eth1.101 152.168.100.10  255.255.255.0
eth3.301 10.3.3.10 255.255.255.0
£ >
Add... Edit... Bemove
Main IP Address: 192.168.100.10 ~
Routes
Network Destination (IPv4/IPvE)  Metwork Mask/Prefec  Gateway Interface
192.168.100.0 255.255.255.0 eth1.101
10330 255.255.255.0 eth3.301
dd... Edit... Remove MAT Addresses.. Add Default Route...
0 ‘
< Back Next > Cancel Help

5. Once interfaces are defined, “Routes” section will be automatically populated with the connected networks:

Click on “Add”, to create Static Route entries. Click on “Add Default Route...” to define its default gateway.

Route Configuration

@ IPvd

Destination IP Address:

[10.10.100.0

Destination Met Mask: w
OIPvE

Destination |P Address: 7

[255.255.255.0

Next Hop Gateway is defined by:

@ IP Address (IPv4): [10.33.

(O Virtual Router:
Propagate route to adjacent Vitual Devices (IPv4).

@

Cancel

Default Gateway

Default Gateway is defined by:
(@ IP Address:

@ IPv4: ||192.193.1uu.1|

O 1PvE:

(O Virtual Router:

IPv4 based default route
IPv6 based default route

Cancel
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7. Verify that your Network Configuration is complete and Click “Next”:

Virtual Systern Wizard

Virtual System Network Configuration
Drefine Yirtual System Interfaces and Foutes

Interfaces
Name Leads to IPv4 Address Network Mask IPv6 Address
eth1.101 192.168.100.10  255.255.255.0
eth3.301 10.3.3.10 255.255.255.0
<
Add... Edit.... Bemove
Main IP Address: 192.168.100.10 ~
Routes
Metwork Destination (IPv4/IPvE) MNetwork Mask/Prefic  Gateway Interface
1592 168.100.0 255255 255.0 eth1.101
10330 255255 255.0 eth3.301
10.10.100.0 255255 255.0 10331
0000 0000 1592.168.100.1

Add... Edit.. Remgve NAT Addresses. .. Add Default Route...

< Back MNext > Cancel

Help

8. Monitor progress of the Virtual System creation. Once completed, you will be presented with the Summary:
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Virtual System Wizard

Virtual System Cluster Creation Summary

YYou have finished corfiguring a new VS Cluster WS5-1.2-VA on VSXCXL-1-VA.

] Upon closing this wizard, launch new Vitual System wizard

Operation Progress
@ Operation completed successfully.

View Beport...

< Back Cancel

Help
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9. View report to verify and click “Close” twice. You should now see the created VS gateway in Network Objects:

SIC of WSX-1A-VA_VS-1.2-VA has been inttialized
Initializing SIC of - VSX-1B-VA_WS-1.2-VA ..

SIC of WSX-1B-VA_VS-1.2-VA has been inttialized
Creating Virtual System. ..

Generating YSX Configuration for V5-1.2-VA on VSXCXL-1-VA.
Pushing V5X Configuration to WVSXCXL-1-VA.
VSX-1A-VA: processed 5% of configuration. ..
VSX-1B-VA: processed 5% of configuration. ..
WSX-1B-VA: VSX configuration was applied successfully.
WSX-1A-VA: VSX configuration was applied successfully.
Virtual System Processing Completed Successfully
Establishing Trust with - VSX-14-VA_VS-12WA

Trust established with VSX-1A-VA_VS-1 2-VA
Establishing Trust with - WSX-1B-VA_VS-12WA

Trust established with VSX-1B-VA_VS-1 2-VA

Operation finished successfully.

Close

=9 2B &6
Network Objects

w @ Check Point
28 DLS-5-TX
28 DLS-5-VA
BB DMS-5-TX
BB DMS-5-VA
| =mvs12va |
_g MNodes
= Networks
= Groups

@ Address Ranges
#» Dynamic Objects

WO W N

Save completed successfully!

Objects List

Repeat as necessary to create Virtual Systems nested in their corresponding domains.
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Restoring Domain Management Server content

If the backup, or “migrate export” is performed within same infrastructure, use “migrate import” command to recover
Domain Management Server’s content.

Please note that if any of the Global Objects in MDS were renamed in the interim, the restore may fail. See sk105861 :

https://supportcenter.checkpoint.com/supportcenter/portal?eventSubmit doGoviewsolutiondetails=&solutionid=sk105
861

You may have to contact Check Point directly to obtain a hotfix referenced in sk105861 to circumvent this issue.

Also, note, that same behavior will manifest itself if you are trying to perform “migrate import” for transferring domains
from old to new infrastructure. If you would like this process to succeed, you must re-create all Global Objects in the
new MDSM infrastructure BEFORE attempting to perform “migrate import”.

Same hotfix, referenced in the sk105861 may be able to alleviate this problem.

Additionally, you have an option of executing “Import” function from SmartDomain manager by creating, but NOT
STARTING a new domain with the same name as the one you are trying to import and creating DMS with the name and
IP identical to the one on which “migrate export” operation was performed.

Once the new DMS is defined, click “No” to avoid starting this server:

o Do you want to start the selected Dormain Management Server?

Mote:

If you plan to import data from an existing Security Management, do
not start the selected Domain Management Server until the import
process is completed.

Then, from the SmartDomain Manager, right click on the newly created DMS object and click “Import Domain”:

Name: ‘ Impnrted-Domain_Managemerﬂ_Senfe|

Path: ‘c:‘-downlnads\e:-portfile.tgz| |

Enter the absolute path to the exported .tgz file and click “OK” to proceed with import.

Qs
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Sanitizing exported DMS data for new environments

A possible intermediate solution for successful import of the objects and, possibly, rules in to the new environment is to:

Create a production MDS backup.

Import it in to a virtualized instance with the same name, IP address and ample storage space.

Start nested DMS instances.

Open Global SmartDashboard.

Take a note of the Global Policies and un-assign them from domains.

Take a note of Globally Defined objects.

Delete all globally defined objects, tracing dependencies, when prompted, and sanitizing the rules by either
removing them, or replacing the global objects with the local objects.

8. If the imported DMS will be targeting Virtual Systems that have different IP Schema, make the changes to VS'.
9. If the concern is primarily recreation of the objects, delete all rules from the DMS’ policies and blades.

10. Install the database.

11. Perform “migrate export” of the sanitized DMS.

12. Transfer resultant file to the target DMS for import.

NouhkwNRE

Qi
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Configuring SNMP monitoring for MDSM infrastructure components

Depending on your requirements and the desired security state of your infrastructure, you may choose to use SNMP v2
or v3. SNMP v3 is much preferable as it, when used with some products allows for per-VS queries.

To facilitate mass-deployment of SNMP on all your Check Point devices for monitoring: hardware, link state changes,
authorization errors reboots and configuration changes, use following script, modifying highlighted entries with those of
your own:

set snmp mode default

set snmp agent on

set snmp community piggybank read-only

set snmp agent-version v3-Only

add snmp traps receiver 10.10.10.1 community piggybank version v2
add snmp usm user piggybank security-level authPriv auth-pass-phrase Snmpp@sswOrd privacy-pass-phrase Snmpp@sswOrd privacy-protocol AES
set snmp traps trap authorizationError enable
set snmp traps trap coldStart enable

set snmp traps trap configurationChange enable
set snmp traps trap configurationSave enable
set snmp traps trap fanFailure enable

set snmp traps trap highVoltage enable

set snmp traps trap linkUpLinkDown enable

set snmp traps trap lowDiskSpace enable

set snmp traps trap lowVoltage enable

set snmp traps trap overTemperature enable
set snmp traps trap powerSupplyFailure enable
set snmp traps trap raidVolumeState enable

set snmp traps polling-frequency 20

set snmp traps trap-user piggybank

set snmp contact "the Dude(s)"

set snmp location "VA Datacenter, Rack 3.10"
set snmp agent off

set snmp agent on

save config

Note: there is presently an issue with Solar Winds products preventing monitoring of individual VS’, see sk111653:

https://supportcenter.checkpoint.com/supportcenter/portal?eventSubmit doGoviewsolutiondetails=&solutionid=sk111
653
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It does not, however, prevent the rest of the monitoring functionality as could be demonstrated here:

With credentials for SNMP v.3 configured on Solar Winds Orion:

ENTER SNMPV3 CREDENTIAL

Credential Name: User: produban
Uszer Mame: produban

SNMPv3 Context:

Select the management information you want to access.

Authentication Method: MD5 ¥

Password: re=- -

Password is a key

Usze when your devices use a key for authentication.

Privacy / Encryption Method: | AES128 v

Password: re=- -

Password is a key

Use when your devices use a key for encry

m CANCEL

You can establish normal polling of VSX systems:
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And the Smart-1 appliances:

S -

M ERTS & ACTIVITY ~ REPORTS ETTINGS ~

- )
solarwinds % IN (LOGOUT)

Node Details - ® MDSM-VA - i Summary

« —
Management FTHEE T Top CPUs by Percent Load

NODE
] VITALSTATS ) MDSM-VA
y B y .
& EditNode [ List Resources [u] Unmanage B pollers £ poll Now Mar 10 2017, 12:00 am - Mar 10 2017, 5:00 pm
@ NETWORK @ Redis w Alert

Bl MIE Browser @ Add

Zoom | 1h [12h 24h

Node Details T e roos
o T5%
E
NODE STATUS Node is Up. =
7 50%
5]
POLLING IP ADDRESS 1 1011
DYNAMICIP No 5%
MACHINE TYPE Check Point Software Technologies Ltd P
UAh —n e
NODE CATEGORY Other 12:00 AM 3:00 AM ©£:00 AM 9:00 AM 12:00 PM 3:00 PM
DNS
®TC Mar 800 AM 4 @‘ PM
M A MDSM-VA B [ il 1+
Linux MDS — )
\Wed Apr 8 « @@ CPU Load MDSh -CPU#T
T CPU Load MDSM-VA - CPU # 2
VA Datacenter, Rack 3.08
« Wl CPU Load MDSM-VA-CPU# 3
Paco the Dude
e CPU Load MDS! -CPU4

1.3.6.1.4.1.2620.1.6.123.1.48
solarwinds

Thursday, March 8, 2017 8:58 AM

Current Percent Utilization of Each Interface o HER
Unknown

HARDWARE ) ST ETT STATUS INTERFACE TRANSMIT RECEIVE

N B Up 13 o | |

TELNE 10.10.10.11 up P eth0

0 0
VSE htep:/#10.10.10.1
With the script provided above.
------------ The End------------
&2

71|Page Vliadimir Yakovlev Intelligence



Notes
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